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ABSTRACT

This research investigated the psychological mechanisms that underlie human question asking and

answering during comprehension and complex learning. Questioning mechanisms are fundamental

components of human cognition and must be integrated in contemporary models of complex learning,

curiousity, creativity, conversation, and intelligence. A scientific understanding of human

question asking and answering also provides critical insights on how to design dialogue facilities

in intelligent tutoring systems, expert systems, and human-computer interfaces.

The primary studies on this contract investigated question asking and answering during tutoring. We

collected and analyzed the transcripts of 83 tutoring sessions on research methods (college

students) and 22 tutoring sessions on basic algebra (7th graders). We estimated that student

questions were approximately 100 times as frequent in a tutoring session as a typical classroom

setting; this in part might explain why learning is substantially better in tutoring than classroom

settings. We analyzed the knowledge states, strategies, and interaction patterns of students and

tutors during questioning. The questions were classified on several dimensions: degree of

specification, content of information requested, and the psychological mechanism that generated a

question. These dimensions and categories were correlated with the students' depth of understanding

the material. We found that students to some extent took an active role in self-regulating their

knowledge by identifying their knowledge deficits and asking questions that repair such deficits.

However, students need

substantial training in improving their question asking skills. Most of the students' answers to

deep questions asked by the tutor (e.g., why, why-not, how, what-if) were poor in quality, so the

tutor helped answer these questions in the form of a collaborative process that took several

conversational turns. We analyzed the structure of these interactions, the feedback supplied by the
tutors, and the cognitive strategies that generated answers to the questions.

There were two auxiliary studies on question asking. In one project, we designed a human-computer

interface that facilitates the speed and quality of questioning, called the "Point and Query" (P&Q)

interface. The student points to a word or picture element on the computer screen and then to a

question about that element from a menu of relevant questions. The set of relevant questions and

the answers to the questions was based on a psychological model of questioning called QUEST. The

frequency of student questions on the P&Q software was approximately 800 times that in a classroom

setting. In the second project, we investigated the stimulus conditions that trigger questions when

students comprehend text and attempt to solve mathematics problems. Questions were triggered when

there is a contradiction, when anomalous information is inserted, and when critical information is

deleted.
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The purpose of this project was to investigate the psychological mechanisis that underlie question

asking and answering during complex learning and comprehension. Question asking and answering are

fundamental cognitive activities that play a critical role in complex learning (Brown, 1988;

Collins, 1985, 1988; Dillon, 1987; Miyake & Norman, 1979; Palinscar & Brown, 1984), memory (Norman,

1973; Pressley, Goodchild, Fleet, Zajchowski, & Evans, 1989), creativity (Sternberg, 1987), dialogue

(Clark & Schaefer, 1989; Coffman, 1974; Turner & Cullingford, 1989), intelligence (Schank, 1986),

and other components of the cognitive system (Lauer, Peacock, & Graesser, 1992). On the practical

side, a scientific understanding of human question asking and answering should provide inslgnts on

how to design dialogue facilities in intelligent tutoring systems, expert systems, and human-

computer interfaces.

This final report has four major sections. The first section reviews the relevant research in

cognitive science on question asking and answering. This includes a brief overview of the previous

ONR grant on human question answering and a theoretical scheme for analyzing questions. The second

section reports the results of a project on tutoring that we conducted on the present grant. We

collected and analyzed the transcripts of tutoring sessions on research methods, statistics, and

mathematics. The third section describes a new human-computer interface that we have designed which

facilitates the speed and quality of questioning (called the "Point & Query" interface). The user

points to a word or picture element on the computer screen and then to a question about that element

from a menu of relevant questions. We have analyzed the questions that college students ask when

they explore information about woodwind instruments with the Point & Query interface. The fourth

section reports a series of experiments that identify the stimulus conditions which trigger

questions when students comprehend text or attempt to solve mathematics problems. We examined the

extent to which questions are generated when there is either a contradiction, an insertion of

anomalous information, or the deletion of critical information.

I. REVIEW OF RELEVANT RESEARCH ON QUESTION ASKING AND ANSWERING

Theoretical schemes for analvzina auestions

Researchers in several fields have proposed schemes for classifying questions and schemes for

decomposing questions into subconstituents. This section reviews the schemes that are most relevant

to a psychological theory of questioning.

Presuooosltion and Focus. Every question can be decomposed into presupposed information and the

focal information being queried. For example, in the question "When did Frank drop out of college?"
one oresuoposition is that Frank dropped out of college whereas the focus addresses the time of that

event. The presupposed information is in the common ground, i.e., the mutual knowledge that the

questioner believes is shared by the questioner and answerer (Clark & Schaefer, 1989; Kass & Finin,

1988). It is the "given" information from the perspective of the given-new contract in discourse
processing theories (Clark 6 Haviland, 1977; Gernsbacher, 1990; Halliday, 1967; Needham, 1990). In

a detailed and complete analysis, there would be several propositions presupposed in the example

question, including: (1) Frank exists, (2) a particular college exists, (3) Frank went to the

college, (4) Frank dropped out of the college, and (5) the questioner believes that both the

questioner and answerer know 1-5. In contrast to the presupposed information, the focus of the

question draws the answerer's attention to the information that the questioner needs and hopes the

answerer will supply. The answer includes new information that is outside of the common ground, at

least when genuine information-seeking questions are asked.

Some questions have incorrect or problematic presuppositions. Suppose, for example, that Frank

never drank booze but the questioner asked "Did Frank stop drinking booze?". A cooperative answerer

would correct the erroneous presupposition (e.g., "Frank never drank booze") rather than merely
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answering the question YES or NO (Kaplan, 1983). It is misleading to give a YES or NO answer to
this question even though this verification question technically invites a YES or NO answer. A YES

answer means that Frank once drank and subsequently stopped whereas a NO answer means that Frank

continues to drink; for both of these answers, it is presupposed that Frank drank booze (Green,

1989; Grishman, 1986; Kempson, 1979). Cooperative answerers are expected to correct erroneous

presuppositions rather than to supply a misleading YES/NO answer. A crafty lawyer can trick a

witness into accepting an erroneous presupposition by insisting that the witness supply a YES or NO

answer to this type of leading question (Loftus, 1975).

Listeners do not always carefully scrutinize the validity of the presuppositions of questions. A

striking example of this is the Moses illusion (Reder & Cleeremans, 1990). When asked "How many

animals of each kind did Moses take on the ark?", most people answer "two" in spite of the fact that

they know that Noah rather than Moses took the animals on the ark. Listeners normally assume that

the speaker is being cooperative and is presupposing only correct information (Grice, 1975), so the

answerer does not expend much effort evaluating whether the presuppositions behind a question are

true. In contrast, the answerer does notice incorrect information in the focus of the question,

e.g., "Was it Moses who took two animals of each kind on the ark?" (Reder & Cleeremans, 1990).

Assumotions behind Tnformation-seekina Questions. Some questions are genuine information-seeking

questions in the sense that the questioner is missing information and believes that the answerer can

supply it. Van der Meij (1987) identified several assumptions that must be met before an utterance

constitutes a genuine information-seeking question:

1. The questioner does not know the information asked for with the question.

2. The questioner believes that the presuppositions of the question are true.

3. The questioner believes that an answer exists.

4. The questioner wants to know the answer.

5. The questioner can assess whether a reply constitutes an answer.

6. The questioner believes the answerer knows the answer.

7. The questioner believes that the answerer will not give the answer in absence of the

question.

8. The questioner believes that the answerer will supply the answer.

9. The questioner poses the question only if the benefits exceed the costs, e.g., the

benefits of knowing the answer must exceed the costs of asking the question.

A question is not an information-seeking question to the extent that these assumptions are not met.

For example, instead of being information-seeking questions, some interrogative utterances are

indirect requests for the listener to do something on behalf of the speaker (Clark, 1979; Francik &

Clark, 1985; Gibbs 6 Mueller, 1988; Gordon & Lakoff, 1971; Searle, 1969). When a speaker says

"Could you pass the salt?" at a dinner conversation, the speaker wants the listener to perform an

action rather than formulating a reply that addresses the listener's salt passing abilities. This

utterance fails to meet most of the nine assumptions listed above. Similarly, gripes (e.g., "Why

don't you listen to me?") are interrogative expressions that would fail to meet many of the

assumptions of a genuine Information-seeking question. It should be noted that speech acts are

normally defined according to the assumptions shared by speech participants rather than by syntactic

or semantic regularities alone (Allen, 1987; Bach & Harnish, 1979; Gibbs & Mueller, 1988; Hudson,

1975; Searle, 1969).

Given this theoretical context, there is the pressing issue of what constitutes a question. It is
important to acknowledge that even an information-seeking "question", or what we call an i , is

not always expressed in an interrogative syntactic form, i.e., an utterance with a question mark
(?).
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What is your address? (interrogative mood)

Tell me what your address is. (imperative mood)

I need to know your address. (declarative mood)

The above three utterances are inquiries but only the first utterance is an interrogative

expression. Moreover, it is not the case that all interrogative expressions are inquiries, as

illustrated below.

What is your address? (inquiry)

Could you pass the salt? (request, directive)

Why don't you ever listen to me? (gripe)

Therefore, there is hardly a direct mapping between the syntactic mood of an utterance and its

pragmatic speech act category (Bach & Harnish, 1979; Hudson, 1975; Searle, 1969). For the purposes

of this report, we define a question as either an inquiry, an interrogative expression, or both.

Cateonrlzation of Ouestions. Graesser, Person, and Huber (1992) developed an analytical scheme for

classifying questions, which is presented in Table 1. The question categories are defined primarily

on the basis of the content of the information sought rather than on the question stems (i.e., why,

where, who, etc.). Causal antecedent questions, for example, tap the previous events and enabling

states that caused some event to occur. A causal antecedent question can be articulated

linguistically with a variety of stems: why did the event occur, how did the event occur, what

caused the event to occur, what enabled the event to occur, and so on. Verification questions

invite brief replies of YES, NO, or MAYBE. Most of the question categories have an interrogative

syntactic form. The two exceptions are the assertion and request/directive categories, which are

inquiries expressed in a declarative or imperative mood.

The question categorization scheme proposed by Graesser, Person, and Huber is grounded both in

theory and in empirical research. The theoretical foundations include models of question answering

in artificial intelligence (Allen, 1987; Lehnert, 1978; Schank & Abelson, 1977; Souther, Acker,

Lester, & Porter, 1989) and speech act classifications in discourse processing (D'Andrade 4 Wish,

1985). The classification scheme is empirically adequate in two senses. First, the scheme is

exhaustive because it could accomodate thousands of questions that were asked in the context of

tutoring and classroom interactions (Graesser, Person, & Huber, in press), as will be discussed in

Section II. Second, the scheme is reliable because trained judges could classify the questions with

a high degree of interJudge reliability.

The question categories vary in the igth of the expected answers. Questions that invite short

answers, such as verification questions and concept completion questions, place few demands on the

answerer because a satisfactory answer is only a word or phrase. The answers to "long-answer"

questions typically span several sentences. One way to induce a listener to talk is to ask a long-

answer question, e.g., causal antecedent, goal-orientation, instrumental-procedural, etc.

Some questions are hybrids of two or more question categories. Verification questions are

frequently combined with another category. For example, the question "Did Frank drop out of school

because of drinking?" is a hybrid between a verification question and a causal antecedent question.

This hybrid question gives the option to the answerer as to whether to answer the short-answer

verification question, the long-answer causal antecedent question, or both. The fact that there are

hybrid questions should not be construed as a weakness in the classification scheme. Most adequate

classification schemes in the social sciences are 2olvtheric rather than monothetic (Stokal, 1974).

Each observation can be assigned to one and only one category in a monothetic classification scheme

whereas an observation can be assigned to multiple categories in a polythetic classification.
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Coals of sOeech oarticioants. An adequate theory of questioning must keep track of the goals of the

speech participants (Allen, 1983, 1987; Appelt, 1984; Bruce, 1982; Clark, 1979; Cohen, Perrault, &

Allen, 1982; Francik & Clark, 1985; Graesser, Roberts, & Hackett-Renner, 1990; Kaplan, 1983; Kass &
Finin, 1988). Suppose that a passenger rushes through an airport, approaches a flight attendant,

and asks "When does Northwest 422 leave?". A cooperative reply would give both time and location

information (such as "1:33 at gate B21") even though the literal question specifies only time

information. The unsolicited location information is included in the answer because the answerer

appropriately analyzed the goals of the questioner. The customer obviously was in a hurry and

needed to make the flight on time; the customer had the goal of being at the correct gate in

addition to the goal of being at the gate on time. In this example, the location information does

not address the literal question but it does properly address the questioner's goals.

The Gricean maxims (Grice, 1975) can be viewed as goals for effective communication. The goals

associated with the maxim of "quality" are to be truthful and to avoid making claims that cannot be

supported with evidence. The goals associated with the maxim of "manner" are to avoid obscurity, to

avoid ambiguity, to be brief, and to be orderly. Similarly, there are goals associated with the

maxims of "quantity" and "relation". Hovy (1988) has identified the goals that are associated with

speech acts and the pragmatic components of conversation. The importance of tracking goals is

compatible with the view that a theory of questioning is embedded in a more general theory of

conversation and discourse context (Carlsen, 1991; Clark & Schaefer, 1989; Cohen, et al., 1982).

Ouestion 2eneration mechanisms. Graesser, Person, and Huber (1992, in press) identified four

clusters of mechanisms that generate questions in naturalistic conversation. Some of these

mechanisms are familiar to researchers investigating question asking (Kass, 1992; Ram, 1990;

Reisbeck, 1988; Schank, 1986) whereas others were discovered when Graesser, Person, and Huber

analyzed transcripts of tutoring sessions and classroom interactions, as will be discussed in

Section II.

(1) Ouestions that address knowledge deficits. The speaker asks a question when he

identifies a deficit in his knowledge base and wants to correct the deficit. These

information-seeking questions occur in the following conditions:

(A) The questioner encounters an obstacle in a 2lan or oroblem. For example, a passenger

cannot find his gate so he asks a flight attendant "Where is gate B45?".

(B) A contradiction is detected. A person observes that a television is displaying a

program when the set is not plugged into an electrical outlet, so the person holds the

plug and asks "How does this television work?".

(C) An unusual or anomalous event is observed. A business person hears about a 110-point

increase in the Dow Jones average and asks "Why is there a sudden increase in the stock

market?".

(D) There is an obvious gan in the questioner's knowledge base. A child hears her

parents use the rare word "aardvark" and asks "What does aardvark mean?".

(E) The guestloner needs to make a decision among a set of alternatives that are egually

atrcive. For example, a customer in a restaurant cannot decide between the trout and

the chicken dish so he asks the waitor how each is prepared.

(2) Ouestions that monitor common around. These questions monitor the common ground between

questioner and answerer. The speech participants need to establish, negotiate, and update

their mutual knowledge in order to achieve successful communication (Clark & Schaefer, 1989).

Questions are generated in order to inquire whether the listener knows anything about a topic
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(e.g., "Do you know about woodwind instruments?"), to verify that a belief is correct ("Isn't
a flute a woodwind instrument?"), and to gauge how well the listener is understanding ("Do
you follow?"). "Tag" questions are in this category, e.g., "A flute is a woodwind

instrument, isn't it?".

(3) Ouestions that coordinate social action. These questions are needed for multiple agents

to collaborate in group activities and for single agents to get other agents to do things.
These include the following five types of speech acts: Indirect requests (e.g., Would you do
X?), indirect advice (Why don't you do X?), permission (Can I do X?), offers (Can I do X for

you?), and negotiations (If I do X, will you do Y?).

(4) Ouestions that control conversation and attention. These questions impose control over

the course of conversation and the attention of the speech participants. These include
rhetorical questions, greetings, gripes, replies to summons, and questions that change the

flow of conversation. The mechanisms in this cluster 4 manage conversation whereas those in

cluster 3 manage the actions of agents.

A particular question might be inspired by multiple mechanisms of question generation. For example,
when a hostess asks a timid guest the question "Did you read The Prince of Tides?", the question

monitors common ground (cluster 2) and changes the flow of conversation (cluster 4).

DeoOee of soecificatton. Questions substantially vary on the degree to which the linguistic content

specifies the information being sought (Bamber, 1990; Graesser, Person, & Huber, 1992, in press).
Questions with high sp.-cification have words or phrases that refer to elements of the desired
information and the relevant "given" information. Questions with low specification have few words
and phrases; the dialogue context is needed for the answerer to fill in the missing information.
The examples below illustrate how a question can be posed with high, medium, versus low

specification.

What are the variables in the factorial design in Experiment 2? (high specification)

What are the variables? (medium specification)

What about these? (low specification)

Huh? (very low specification)

A question is frequently misinterpreted when the question has low specification and the answerer
does not understand the dialogue context.

OUEST: A model of human aua tlon answoring

In our first grant (Contract Number N00014-88-K-01l0), we developed and tested a model of human
question answering called QUEST (Graesser & Franklin, 1990; Graesser, Gordon, & Brainerd, 1992).
QUEST accounts for the answers that adults produce when they answer different categories of open-
class questions, such as why, how, when, what-if. QUEST identifies the information sources for

questions; the primary Information sources are associated with the content words of questions (i.e.,
nouns, adjectives, main verbs). Each information source is organized in the form of a conceptual
graph structure that contains nodes and relational arcs. Example types of structures are goal/plan
hierarchies, causal networks, taxonomic hierarchies, and spatial region hierarchies. Question
answering procedures operate systematically on these conceptual graph structures during the course
of producing answers. QUEST's knowledge representations and computational procedures are quite

simila- to some models of question answering in artificial intelligence and computational
linguistics (Allen, 1987; Collins, Warnock, Aiello, & Miller, 1975; Dahlgren, 1989; Lehnert, 1978;

Mc~eown, 1985; Souther, Acker, Lester, & Porter, 1989; Webber, 198; Woods, 1977).
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It is convenient to segregate QUEST into four highly interactive components. First, QUEST
translates the question into a logical form and assigns it to one of several question categories (as

specified in Table 1). Second, QUEST identifies the information sources that are relevant to the

question. Third, convergence mechanisms compute the subset of nodes in the information sources that
serve as relevant answers to a particular question. These convergence mechanisms narrow the node

space from hundreds of nodes in the information sources to less than IC answers to a particular

question. Fourth, QUEST considers pragmatic features of the communicative interaction, such as the

goals and common ground of the speech participants.

An important property of QUEST consists of the convergence mechanisms that narrow down the node
space from dozens/hundreds of nodes to a handful of nodes which serve as good answers to a question.

An arc search orocedure restricts its search to particular paths of relational arcs, depending on

the question category; nodes on legal paths are better answers than nodes on illegal paths. Each

question category would have its own unique arc search procedure (or set of procedures in the case
of some categories). Answer quality also decreases as a function of its structural distance, that
is, the number of arcs between the queried node and the answer node. A constraint satisfaction

component prunes out potential answers that are conceptually incompatible with the queried node

(e.g., direct contradictions, time-frame incompatibilities). Both the arc search procedures and

structural distance are tractable computationally so they were implemented in a computer program

written in LISP.

QUEST was tested in the context of expository texts on scientific mechanisms, narrative texts, and

generic concepts (Graesser 6 Hemphill, 1991; Graesser, Lang, & Roberts, 1991). The model

succesfully predicted (a) the likelihood of generating particular answers to questions and (b)
goodness-of-answer judgments for particular question-answer pairs. The convergence mechanisms

accounted for a substantial percentage of the variance in the data (40% to 75%, depending on the

materials and the dependent measure). The arc search procedure was consistently the most robust

predictor of question answering so we devoted considerable effort to identifying the arc search

procedures of a broad diversity of questions. QUEST can also account for the answers produced in

conversational contexts that have more complex pragmatic constraints, such as telephone surveys,

televised interviews, and business transactions (Graesser, Roberts, & Hackett-Renner, 1990).

Ouestions and complex learning

Question generation has had a somewhat controversial status in cognitive science and education. At
one extreme, there is the very optimistic vision that learners are active, self-motivated,

inquisitive, creative individuals who ask deep thought-provoking questions and who insist on good

answers. Ideal learners are very sensitive to deficits in their knowledge and they initiate self-

regulatory strategies that correct the deficits (such as question asking and answering). Although

very few researchers would regard this vision as plausible for most learners in most learning

environments, researchers frequently advocate educational settings that engage students in active

learning and problem solving (Papert, 1980; Piaget, 1952) or that directly train students how to

acquire self-regulatory learning strategies (Bransford, Arbitman-Smith, Stein, & Vye, 1985; Collins,

1985; Palinscar 6 Brown, 1984: Pressley & Levin, 1983; Pressley, et al., 1989). It has frequently

been reported that good students are able to monitor and correct their comprehension failures

(Brown, Bransford, Ferrara, 6 Campione, 1983; Chi, Bassok, Lewis, Reimann, & Glaser, 1989; Flavell,

1978; Zimmerman, 1989). It has also been reported that there can be substantial improvements in the

comprehension, learning, and memory of technical material by training students to ask good questions

(Davey 6 McBride, 1986; Gavelek & Raphael, 1985; King, 1989; Palinscar & Brown, 1984; Singer &
Donlan, 1982) or by training them to answer good questions (Pressley, Symons, McDaniel, Snyder, £

Turnure, 1988).
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Some models of cognition have emphasized the important role of question generation in the cognitive
system. According to these models, question generation is a fundamental component in such diverse
cognitive processes as. the comprehension of text and social behavior (Collins, Brown, & Larkin,
1980; Hilton, 1990; Olson, Duffy, £ Mack, 1985), the learning of complex material (Collins, 1986;
Miyake & Norman, 1979; Palinscar & Brown, 1984; Schank, 1986), problem solving (Klahr & Dunbar,
1988; Reisbeck, 1988) and creativity (Sternberg, 1987). According to Schank's (1986) SWALE model,
for example, learning occurs when an individual observes an anomalous event and generates questions
that lead to an explanation of the event. As a consequence, an important portion of long-term
memory consists of a large Inventory of explained anomalous events. In view of the importance of
question asking as a cognitive activity, cognitive scientists have recently developed computer
interfaces that make it extremely easy for the user to ask questions (Graesser, Langston, & Lang, in
press; Lang, Dumais, Graesser, & Kilman, 1992; Schank, Ferguson, Birnbaum, Barger, & Greising, 1991;
Sebrechts & Swartz, 1991), as will be discussed in Section III.

The other end of the continuum presents a more pessimistic picture regarding the status of question
generation in cognition and education. It is well documented that student-generated questions in
the classroom are both infrequent and unsophisticated (Dillon, 1987, 1988; Gall, 1970; Good,
Slovings, Harel, & Emerson, 1987; Kerry, 1987; Lindfors, 1980; van der Meij, 1988). Whereas
approximately 94% of the questions in a classroom are asked by the teacher, only 6% are asked by
students. The percentage of student questions increases modestly to 18% in tutoring environments
that allegedly cater to the learning of individual students (Graesser, Person, & Huber, in press),
as will be discussed in Section II. The student questions are normally shallow questions that
address the content and interpretation of explicit material, rather than high-level questions that
involve inferences, application, synthesis, and evaluation (Flammer, 1981). When teachers attempt
to increase student questions by positive reinforcement schedules, there are significant increases
in shallow questions but not deep questions (Neber, 1987). Studies have reported a zero or negative
correlation between number of student questions and the achievement level of students (Fishbein,
Eckert, Lauver, van Leeuwen, & Langmeyer, 1990; Flammer, 1981); these results are incompatible with
the claim that good students ask more questions. Individuals may need to master a significant
amount of the material before questions come to mind, particularly the high-level sophisticated

questions (Miyake & Norman, 1979).

One possible reason that student questions are rare is that students frequently fail to identify
their own knowledge deficits. It is well documented that students frequently miss contradictions
and inconsistencies in scientific text, mathematical word problems, and other types of material
(Baker, 1979; Burbules & Linn, 1988; Epstein, Glenberg, & Bradley, 1984; Glenberg, Wilkinson, &
Epstein, 1982; Markman, 1979; Otero & Campanario, 1990). Students frequently have problems in
detecting contradictory data, in identifying missing data that is necessary for a solution, and in
discriminating superfluous from necessary data (Dillon, 1988). If students have trouble identifying
such deficits in their knowledge, there would be an inadequate cognitive foundation for asking

questions.

Aside from cognitive deficits, there are social reasons for the low incidence of student questions.
There are numerous potential costs to posing questions in a classroom setting (van der Meij, 1987,
1968). The student reveals ignorance and loses status when a bad question is asked. Even when the
student asks a good question, the student imposes on a teacher who does not want to be interrupted.
Teachers frequently have trouble understanding the students' questions when the students have low
domain-specific knowledge and have difficulty setting up the context for the question (Coombs &
Alty, 1980); as a consequence, the teachers end up answering the wrong questions, creating
misconceptions, or simply dismissing the questions. In some cases, students do not view the
classroom as a help context or the teacher as a competent information source. Quite clearly, there
are numerous social barriers to asking questions in addition to the cognitive barriers.
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Unfortunately, most teachers are not particularly good role models for generating good questions.
Less than 4% of the teacher-generated questions are high-level questions, i.e., those that require
inferences, the application of an idea to a new domain of knowledge, the synthesis of a new idea

from multiple information sources, or the critical evaluation of a claim r erry, 1987; Dillon,
1988) . Teachers rarely use sophisticated Socratic methods by asking carefully planned sequences of

thought-provoking questions that expose the student's misconceptions and contradictions (Collins,

1985, 1988; Stevens, Collins, & Goldin, 1982). The rastery of effective questioning skills

apparently requires substantial training, both for teachers and for students.

An accurate account of question generation probably lies somewhere between the optimistic and
pessimistic extremes. We would expect questions to be more frequent to the extent that individuals

can cognitively detect deficits in their knowledge and to the extent that the social context removes
barriers to asking questions. At this point, researchers need to document and to explain the

precise conditions that enhance the incidence of questions, the quality of questions, and patterns
of questioning. This was indeed one of the major objectives of this grant.

If. Ouestionina during Tutoring

The primary project on this grant investigated question asking and answering during tutoring. We

collected and analyzed the transcripts of 83 tutoring sessions on research methods (college
students) and 22 tutoring sessions on basic algebra (7th graders). The theoretical schemes for

analyzing questions (see Section 1) were used to guide these analyses.

It is reasonably well documented that learning is better in tutoring sessions than in classroom
settings (Bloom, 1984; Cohen, Kulik, & Kulik, 1982). Unfortunately, however, there are very few

studies which have carefully examined the process of tutoring (McArthur, Stasz, & Zmuidzinas, 1990;
Putnam, 1987) so it is unclear why there is such an advantage. Perhaps students ask more questions

in tutoring sessions and thereby correct their knowledge deficits. As discussed in Section I,

students ask very few questions in classroom settings in part because of social barriers. It is

possible that tutoring provides a social setting that fosters a more active inquisitive student and

ultimately better learning.

There is at least one alternative explanation of the advantage of tutoring over classroom learning.

Tutoring exposes patterns of reasoning and problem solving that the classroom setting cannot readily

furnish. Much of the reasoning and problem solving is exposed when deep-level questions are asked

and answered (i.e., why, why-not, how, what-if). Unfortunately, these deep-level questions are
rarely asked by the teachers in classroom settings, as discussed in Section I. Perhaps these deep-

level questions are more prevalent in a tutoring setting. A major objective of this research,

therefore, was to analyze the role of questions during the tutoring process.

Methods of collectina tutorina data on research methods

Students and tutors. Tutoring protocols were collected from 27 undergraduate students enrolled in a

scientific research methods class at Memphis State University. The students completed the tutoring

sessions in order to fulfill a course requirement. Therefore, we had tutoring protocols on a

representative sample of college students taking the class, as opposed to a restricted sample of

students who were having difficulties with the material. Six psychology graduate students were

selected as tutors. Each tutor had performed very well in an undergraduate research methodology
class (course grade - A) and had either completed or was currently enrolled in a graduate level

methodology course. Each tutor was paid $500 for tutoring students in 18 tutoring sessions.
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!.earning materials. The course instructor selected six topics that are normally troublesome for

students in the course. Each topic had related subtopics that would be covered in the tutoring

session. An index card was prepared for each of the six topics; subtopics we:e listed below the

major topic, as specified below.

VARIABLES: operational definitions, types of scales, values of variables

GRAPHS: frequency distributions, plotting means, histograms

STATISTICS: decision matrix, Type I and II errors, t-tests, probabilities

HYPOTHESIS TESTING: formulating a hypothesis, practical constraints, control groups, design,

statistical analyses

FACTORIAL DESIGNS: independent variables, values on independent variables, dependent

variables, statistics, main effects, cells, interactions

INTERACTIONS: independent variables, main effects, types of interactions, statistical

significance

The students were exposed to the material covered on a topic before they participated in a tutoring

session. This was accomplished in two ways. First, each topic was covered in a classroom lecture

by the instructor before that topic was covered in a tutoring session. Second, both the tutors and
the students were required to read specific pages in a research methods text, entitled Methods in

Behavioral Research (Cozby, 1989), before the tutoring session. A mean of 14 pages was read prior

to a tutoring session.

The tutoring sessions spanned an eight week period. The topics covered during the first three weeks

were variables, graphs, and statistics, with one topic covered per week. A two-week break followed

the first three tutoring sessions. The remaining three topics were covered during the subsequent

three weeks. Each tutoring session lasted approximately one hour.

Equioment and setting. The room used for the tutoring session was equipped with a video camera, a

television set, a marker board, colored markers, and the textbook by Cozby. The television screen

was covered during the entire session. The camera was positioned so that the student and the entire

marker board was in sight. Therefore, the transcripts of the tutoring sessions included both spoken

utterances and messages on the marker board.

P. When the students entered the tutoring room, they were instructed to sit in view of the

camera and to read the topic card aloud. The students were assigned to either a gtructured tutorinn

condition (which was handled by 3 of the 6 tutors) or to a normal tutoring condition (which was

handled by the other three tutors). The three normal tutors were not given a specific format to

follow, but they were told to resist the temptation of simply lecturing to the students. The three

structured tutors had been trained to follow a specific format that was designed to elicit a maximum

number of student questions. First, at the beginning of the session, they asked the student to

generate three questions that were related to the topic. Second, the tutor pumped the student for

questions throughout the entire session by asking "Do you have any questions?". Third, the

structured tutors gave the students problems to solve that were relevant to the topic; we

anticipated that questions might be more prevalent while students are solving a concrete problem

than when they are merely comprehending material. The structured tutoring condition provided an

estimate of the upper bound of student questions under ideal conditions.

Each student participated in four tutoring sessions. A counterbalancing scheme was designed so that

(a) each student had two structured tutoring sessions and two normal tutoring sessions and (b) a

student never had the same tutor twice. Within the first three weeks (and three topics), a student

had one topic assigned to the normal tutoring, one to structured tutoring, and the other to no

tutoring; the same counterbalancing occurred for the final three weeks (and topics). Each tutor had

three students assigned to each of the six tutoring topics. Given that each student participated in

4 sessions and there were 27 students, a total of 108 tutoring sessions were recorded.
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Transcriotion And codino of tutoring sessions. Although 108 tutoring sessions were videotaped, only

83 were eventually transcribed in writing and analyzed (44 normal and 39 structured tutoring

sessions). The other 25 protocols could not be transcribed due to audio problems or to extreme
video problems that made it difficult to decipher the messages on the marker board. The

transcribers were trained on how to transcribe the protocols. They were instructed to transcribe

the entire tutoring session verbatim, including all "urns," "ahs," word fragments, broken sentences

and pauses. They were told to sketch any messages on the marker board in as much detail as

possible. Each written transcription was verified for accuracy before it was coded and analyzed.

Trained judges coded the questions in the transcripts on a number of dimensions that were described

in Section I. Two judges achieved a high reliability score in deciding whether or not a speech act
was a question/inquiry (Chronbach's alpha - .96 or higher). Another pair of judges categorized each

question as to whether it had a high, medium, versus low degree of specification (achieving a spot

sample reliability score of .94). A pair of judges were trained to classify the questions on the

question categories in Table 1 (achieving a spot sample reliability score of .96 or higher). This

question category analysis could be used as a monothetic or a polythetic classification scheme

(Stokal, 1974). In the monothetic scheme, the categories are mutually exclusive, so any given

speech act was assigned to only one category. When a question was an amalgamation of two or more

categories, a highest priority category was determined. For example, the most frequent amalgamation

was the verification question category and some other category, e.g., "Is the mean of the sample

4.5?" is an amalgamation of a verification question and a quantification question. Verification

questions received lower priority than the other question categories. In the polythetic scheme,

each question could be assigned to one, two, or three categories. Finally, two judges were trained

to assign each question to one of the four question generation mechanisms: correction of knowledge

deficit, monitoring common ground, social coordination of action, and control of conversation.

These judges achieved a satisfactory reliability score (.81 or higher).

Resul~t and discussion

In reporting the results of the tutoring study, we will begin with analyses of the questions,

including the number of questions and the proportion of questions in various categories. In

statistical tests that compare scores between students and tutors, the unit of analysis (i.e., case)

was the tutor-student dyad rather than an individual student or tutor. Any variables that examined

differences between sets of question categories (e.g., high, medium versus low degree of

specification) was treated as a within-subjects variable. Moreover, follow-up analyses were
performed using nonparametric statistics, such as sign tests, chi-square tests, Mann-Whitney ANOVA

by ranks. After reporting analyses of the questions, this section reports analyses of the answers

and more complex patterns of dialogue in the tutoring sessions. Because there are a very large

number of quantitative comparisons, we will simply report whether means are significantly different

rather than reporting the values of the statistical indices.

Number of tutor and student ouestions. The mean number of student questions was significantly

higher in the structured tutoring condition than in the normal tutoring condition, 44.9 versus 21.1

questions, respectively. The 21.1 frequency is considerably higher than the estimate of .2 student

questions per hour in classroom settings (see Section I). We in fact verified this rate by

taperecording 12 hours of classroom lectures on research methods, focusing on those hours that

covered the same topics as the tutoring sessions; the rate of student questions was .17 questions

per hour per student. Indeed, there are approximately 100 times as many questions in normal

tutoring sessions as in classrooms; the ratio is 200 to 1 when tutors structure the session to

maximize student questions.
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The mean number of tutor questions was not significantly different in structured versus normal

tutoring, 92.6 versus 95.2, respectively. When considering both tutor and student questions
together, 18% of the questions were student questions in normal tutoring and 33% were student

questions in structured tutoring. The comparable percentage in a classroom setting is 6% student
questions, so once again the incidence of student questioning is more prevalent in these tutoring

sessions.

These data document that the tutoring environment supports an inquisitive learner to a greater

extent than does the classroom. F-udents have the opportunity to take an active control over their

own learning and to correct their idiosyncratic knowledge deficits. Social barriers do not severely
dampen inquisitiveness, as it obviously does in classrooms. Perhaps this explains why learning is

superior in tutoring than in classroom environments (Bloom, 1984; Cohen et al., 1982).

Deaen of auestion soecification. Only 3% of the student questions and tutor questions had a high

degree of specification, i.e., adequate references to arguments, operands, and essential contextual

information. Most questions had a medium degree of specification, with percentages of 58% for

tutors and 67% for students; the percentages of questions that had low specification were 39% for

tutors and 30% for students.

Low specification questions produce a significant amount of misunderstandings and counter-

clarification questions on the part of the listener. A counter-clarification question is asked when

a listener does not understand the original speaker's question. For example, if the tutor asks

"What are the levels?", a student's counter-clarification question might be "Do you mean the levels
on the independent variable?". The probability that a question elicited a counter-clarification

question was .00, .06, and .17 for questions that were high, medium, versus low in specification.

Therefore, dialogue context is frequently not sufficient for the listener to reconstruct the

intended meaning of the question. The prevalence of misunderstandings in dialogue has been

documented in several contexts, including doctor-patient interactions, lawyer-witness interactions,

and student-teacher interactions (Blum-Kulka & Weizmann, 1988; Coombs & Alty, 1980; Edwards &

Mercer, 1989; Labov & Fanshel, 1977; Valdez, 1986).

Given that questions rarely have a high degree of specification (see also Bamber, 1990), human-

computer interfaces need to accomodate the fact that questions are quite fragmentary and
insufficiently articulated. For example, the RABBITT system's principle of "retrieval by

reformulation" (Williams, 1984) provides a dialogue between the user and the computer which
incrementally converges on a single question. Alternatively, users could select a question from a
menu of questions, as in the Point & Query system (Graesser, Langston, & Lang, in press), the ASK

TOM system (Schank, et al., 1991), and in other systems (Sebrechts & Swartz, 1991).

Ouestion categoris. Table 2 presents the percentage of questions in each of the question

categories in Table 1. Data are segregated for tutors and students, in structured versus normal

tutoring. The most prevalent category was the verification questions (28%). Other categories with

comparatively high percentages were concept completion (14%), interpretational (10%), and

instrumental/procedural questions (13%).

Table 2 segregates short-answer and long-answer questions. A short-question invites a very brief

reply (i.e., a word or short phrase) whereas a long-answer question invites a lengthy reply of

several speech acts. Long-answer questions place the burden on the listener to supply information

and manage the dialogue. The tutors had a significantly smaller percentage of long-answer questions

than did the students, 41% versus 51%. Therefore, the burden tended to be on the tutor to supply

information. The percentage of short-answer questions was somewhat in higher in the structured

tutoring than in the normal tutoring, 49% versus 43%.
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Another way of cutting the pie is to segregate deep questions (i.e., why, why not, how, what-if)

from shallow questions. Deep questions expose the listener's reasoning patterns and problem solving
skills that are inherent in deep learning. They include the following categories of questions:

antecedent, consequence, enablement, goal-orientation, instrumental/procedural, and expectational.

The tutors asked deep questions 20% of the time whereas the students did 25% of the time. it is

informative to note that such questions are very infrequent in classroom settings. Although

previous researchers have never performed as detailed analysis of questions as we have done in this

grant, it has been reported that only 4% of the teacher questions are sophisticated questions, i.e.,

those that require inferences, the application of an idea to a new domain of knowledge, the

synthesis of a new idea from multiple information sources, or the critical evaluation of a claim

(Dillon, 1988). The classroom is not an ideal environment to expose students' extended reasoning

and problem solving, whereas these complex cognitive skills are more prevalent in tutoring sessions.

Perhaps this explains why learning is superior in tutoring sessions.

Questlon generation mechanisms. The questions were classified into the four question generation

mechanisms which were defined in Section I: correction of knowledge deficit, monitoring common

ground, social coordination of action, and control of conversation. The distribution of questions

among these four categories was not very different between structured and normal tutoring, but there

were differences between students and turtors. When considering student questions, 24% of the

questions were in the correction of knowledge deficit category, 67% were in the common ground

category, 3% were in the social coordination category, and 6% were in the conversation control

category. The corresponding percentages for tutors were 0%, 91%, 3%, and 6%.

It is informative that 24% percent of the student questions were in the correction of knowledge

deficit category. Questions in this cluster reflect the extent to which students take an active

role in self-regulating their knowledge; such questions indicate that students attempt to identify

and repair their knowledge deficits and misconceptions. We also found that the majority of the

students' common ground questions were attempts to verify the correctness of their own knowledge or

beliefs, e.g., "Doesn't a factorial design have two independent variables?". Once again, this

constitutes an active regulation of one's knowledge. It has been argued that students should take a

more active role in constructing, regulating, and monitoring their own knowledge (Carroll, Mack,

Lewis, Grischkowski, & Robertson, 1985; Flavell, 1978; Piaget, 1985; Papert, 1980). At the same

time, It has been argued that students do not naturally acquire the skills of identifying knowledge

deficits so they need to be taught and quided by the teacher (Baker & Brown, 1980; Bransford et al.,

1985; Brown, 1988; Pressley et al., 1989). A tutoring environment clearly shows more promise than a

classroom environment in facilitating self-regulated learning.

Most of the tutors' questions were in the common ground category. The tutors normally grilled the

students with questions in order to find out what they knew about various subtopics and skills.

Many of these questions were scripted, such that the tutor asked the same question of all students.

At other times, the tutor detected a problem or gap in the student's knowledge base so the tutor

asked questions to diagnose the problem.

Correlations between student guestions and examination _cores. Correlational analyses were

performed in order to assess whether there is any relationship between the number of student

questions and student achievement. Achievement was measured by the examination scores throughout

the course; there were 150 four-alternative multiple questions altogether. We segregated the first

three tutoring sessions (half 1) from the last three sessions (half 2). During the first half of

the normal tutoring condition, there was a significant negative correlation between number of
student questions and achievement, Z - -.56; during the second half the correlation was negative but

not significant, L - -. 12. The corresponding correlations in the structured tutoring condition were

-.25 and .15, both of which were nonsignificant.
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The fact that the questions had a zero or negative correlation with achievement is consistent with

some previous studies (Fishbein et al., 1990; Flammer, 1981) and appears to be incompatible with
the hypothesis that good students actively monitor their own comprehension failures (Brown,
Bransford, Ferraro, & Campione, 1983; Chi et al., 1989; Zimmerman, 1989). However, the fact that
the picture changes as students have more exposure to tutoring suggests that the better students
learn more effective questioning skills.

We performed some follow-up correlational analyses in order to assess whether achievement is
correlated with good questions. None of the raw correlations were statistically significant. One
analysis correlated achievement with deep questions (as defined earlier). During half I of the
tutoring sessions, the correlations were -.19 and -.29 for normal versus structured tutoring,

respectively; the corresponding correlations were higher in the second half, -.08 and .05,
respectively. A second analysis correlated achievement with the number of questions that corrected
knowledge deficits (as defined earlier). During half 1 of the tutoring sessions, the correlations
were -.18 and -.25 in normal versus structured tutoring; the corresponding correlations in half 2
were higher, .00 and .25.

In all of the above analyses between achievement and question asking, the correlations were less
negative (or more positive) in the second half than the first half. These shifts in correlations
were statistically significant when multiple regression analyses were performed. This suggests that
students can be taught how to ask good questions even if the process of asking good questions does
not come naturally. Moreover, there is evidence in the literature that training students to ask
good questions takes several hours of training and leads to substantial improvments in the
comprehension and acquisition of technical material (Davey & McBride, 1986; Gavelek & Raphael, 1985;
King, 1989; Palinscar & Brown, 1984; Singer & Donlan, 1982; Yopp, 1988).

All of the subsequent analyses focused exclusively on the normal tutoring condition. Our goal was
to understand typical characteristics of question asking and answering in naturalistic tutoring.
There were artificial constraints in the structured tutoring condition, so these sessions were not
regarded as representative of normal tutoring.

Oualitv of answers to deed guestions. Most of the students' answers to deep tutor questions were

poor in quality, even when the students believed they understood the material. We extracted all
tutor questions that were deep questions (as defined earlier). The answers to these questions were
assigned to one of the following five categories: correct, partial, vague/incoherent, error-ridden,
and no answer. The percentages of answers in these categories were 39%, 25%, 9%, 14%, and 14%,
respectively. It might be noted that the quality of the tutors' answers to the deep questions asked
by students were distributed among the five categories as follows: 46%, 30%, 13%, 4%, and 7%.
Therefore, the quality of the tutors' answers were only moderately better than that of the students.

Because the students' answers were so low in quality, the tutor typically helped the student answer
question in the form of a collaborative exchange. This collaborative process took several

conversational turns, 6.1, 8.2, and 5.7 turns per answer for why, how, and consequence/what-if
questions, respectively; Although the tutor originally asked a question, the tutor ended up
supplying much of the answer to it during these collaborative exchanges. Therefore, the process of
answering a question was a collaborative process in which both parties supplied the answer. Such
collaborative processes have been emphasized in contemporary models of discourse and social

interaction (Carlsen, 1991; Clark & Schaefer, 1989; Fox, 1988; Resnick, Salmon, & Zeitz, 1991;
Shrager & Callahan, 1991; Tannen, 1984).

Consider the typical collaborative exchange when the tutor asks the student a deep questions. The
student begins by attempting to answer the question, but usually fails to correctly answer it;
complete answers occur during the first turn only 24% of the time. During the .;ext turn, the tutor
usually pumps the student for more information with expressions such as "okay", "uh-huh", and "keep
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going". Then the student supplies additional information, but provides a complete answer only 19%
of the time. At that point the two parties either converge on an answer collaboratively or the

tutor supplies an answer. We found that the student and tutor collaboratively created a complete

answer 63% of the time.

Structure o col!abcratve exchane. Figure 1 summarizes a typical structure of an exchange when a

tutor asks a why question. There is a vestige of the classroom frame in which the teacher grills

the student and evaluates the answer (Mehan, 1979): (1) tutor asks question, (2) student answers

question, and (3) tutor gives feedback on answer. However, this standard classroom questioning

frame is augmented in tutoring by the tutor improving on the quality of the answer through a variety

of tactics (see Figure 1) and by assessing whether the student understands the answer.

We were very surprised about the pattern of feedback that tutors gave to students' answers. We
performed an analysis on each of the students' contributions while answering deep questions. A

student's contribution was defined as a turn in which the student either answered a question or

elaborated on an answer -- with new information. Each contribution was categorized on answer

quality: complete answer, partial answer, vague/incoherent answer, or error-ridden answer. For each

contribution, we scored whether the tutor supplied poitive feedback (e.g. "yes", "that's right"),

negative feedback (e.g., "no", "you're wrong about that", "not quite"), or a neutral acknowledgement

of the answer ("okay", "uh-huh").

We found that tutors rarely gave negative feedback. The likelihood of tutors giving negative

feedback to a student's contribution was .00, .03, .00, and .05 for complete, partial, vague, and
error-ridden answers, respectively. This result is compatible with McArthur et al. (1990), so it is

probably a general phenomenon in this culture that tutors are reluctant to give negative feedback on
students' errors and poor answers. Instead of giving negative feedback to errors, tutors usually

interrupted the student at a fine-grained level and "spliced" in correct information, in a similar

manner as Anderson's LISP tutor (Anderson, Conrad, & Corbett, 1989). There are several reasons why

negative feedback is not given by tutors. In some cases it might traumatize a sensitive student to

the point of not participating. In any event, we speculate that tutoring could improve if the tutor

was less polite and offered more discriminating feedback, including negative feedback. The tutor

would need to warn the student up front that they should expect negative feedback periodically.

We were also surprised to learn that tutors were not particularly discriminating in giving positive

feedback. When considering all deep tutor questions, the likelihood that a student's contribution

received positive feedback was .30, .35, .33, and .24 for complete, partial, vague, and error-ridden

contributions. The only case in which there was a discriminating gradient between feedback and

answer quality was in the case of why questions, with likelihood scores of .48, .30, .30, and .25.

The neutral acknowledgements also did not vary as a function of answer quality. The likelihood of

giving neutral acknowledgements was .27, .32, .31, and .35 among the four levels of answer quality.

In summary, tutors were simply not discriminating in giving appropriate feedback to students'

contributions durinq the exchange. Tutoring presumably would improve to the extent that the tutors

give more accurate feedback.

Tutors frequently asked a sequence of questions without waiting for the students to answer. The

tutor essentially revised the question in order to improve it or to converge on an expression that

the student could handle. We extracted all multiple questions that had at least one deep question.

In many of these sequences (44%) the successive questions were progressively more specific (e.g.,

"So what is variance? How is it related to standard deviation?"). The other 56% of these sequences

was classified as follows:

Questions are progressively easier (18%)

Questions are progressively better articulated (13%)

Question is rearticulated in slightly differeit words (6%)
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Question re-establishes focus of original question (6%)
Questions are progressively more difficult on listener (3%)

Other -- unclassifiable (10%)

Nearly all of the question sequences (approximately 92%) had revised questions that made it easier
for the student to interpret or answer the question. This outcome is consistent with a "sensitivity

postulate." According to this postulate, the speaker should do everything possible to make the

communicative exchange easy on the listener and to remove obstacles from effective communication
(Allen, 1983; Francik & Clark, 1965). The fact that tutors tended to ask students short-answer
questions more than Icng-answer questions, as reported earlier, is also consistent with this
postulate. It is tempting to speculate that a good tutor might attempt to violate the sensitivity
postulate in order to encourage the student to more actively contribute to the exchange.

The tutor inquired whether the student understood an answer to a deep question approximately 25% of
the time. In most of these cases, the tutor asked a very open-ended question, e.g., "Do you
understand?." Sometimes the tutor got more specific, e.g., "Do you understand why that graph would
have a significant interaction?." Very rarely did the tutor ask a series of questions that
diagnosed the student's degree of understanding the answer. However, such a diagnosis is important
because the students' answers to the open-ended question ("Do you understand?") fail to reflect
their true understanding (Chi et al., 1989). Indeed, it is often the case that the good students
claim they don't understand whereas the poor students claim they do understand. Tutors should
probably be trained to mistrust the students' claims about their level of understanding subtopics.

Answerina strat io of tutors to why and how questions. We extracted the why and how questions

that were posed by the tutors and analyzed the strategies for answering them. Table 3 presents the
subclasses of these two types of questions and lists the answering strategies for those subclasses
that were sufficiently frequent. Most of the answering strategies were compatible with the QUEST
model of question answering (Graesser & Franklin, 1990, see Section I). We were relieved to learn
that there was some generality in the model we had developed in the laboratory, under artificial
experimental conditions and pragmatic constraints. At the same time, however, QUEST's arc search
procedures would need to be modified and tuned to accomodate the knowledge base of mathematics,
statistics, and research methods; the original question answering procedures were formulated and
tested in the context of narrative and expository text.

A close inspection of the answering strategies revealed that goal structures, planning networks, and
"teleological semantics" constituted major cognitive structures underlying these static quantitative
problems (see also Greeno, 1982; Ohlsson & Rees, 1991; Brown & van Lehn, 1980). When individuals
answer a why-question, they convey a goal structure that motivates an action or decision rather than
providing a logical proof that justifies a conclusion. However, at this point we are uncertain
about the extent to which conceptual knowledge and constructs about research methods are integrated
with these planning networks.

Goals underlying riumatlons and answers. Figure 2 summarizes the major goals that motivate questions

and constrain answers during tutoring. These goals were identified in our analyses of tutoring.
The ideal goal of tutoring is to expand the common ground so that the student acquires the relevant
knowledge base of the tutor. Throughout the tutoring process the tutor and student attempt to
expand the frontier, i.e., the tutor's knowledge at the fringe of the common ground. The tutor also
corrects deep conceptual errors, misconceptions, and minor bugs in the knowledge base of the
student. The left column lists the primary goals of the tutor whereas the right column identifies
the goals of the student.

Most of the goals listed in Figure 2 are self-explanatory, so they need not be elaborated. The top
questioning goal of the tutor was particularly pervasive. Tutors frequently used a "syllabus"
(i.e., script, list of questions) that quided questioninq in a top down fashion and that exposed
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anticipated problematic concepts (see also McArthur et al., 1990; Putnam, 1987). The students were

grilled and evaluated on this list of questions; the tutor had preformulated ideas on what good
answers were. Indeed, these scripts were much more pervasive than the tutor's diagnosing and

repairing each student's idiosyncratic bugs and misconceptions. Perhaps tutors need to be trained
to be more receptive to the student's particular problems and to revise the syllabus plan to

accomodate such problems. Nevertheless, a modest proportion of tutor questions were inspired by the
"diagnosis-remediation" model in which the tutor diagnoses student errors, identifies the causes of

errors, and corrects faulty understanding (Brown & Burton, 1978; Van Lehn, 1991).

Analysis of tutoring sessions involving 7th araders on mathematics

We collected, transcribed, and analyzed a sample of 22 tutoring sessions at a local middle school in

Memphis. There were 13 7th-grade students in the sample who were having trouble with particular

topics in their basic mathematics class. There were 10 tutors from a high school who normally
provided these tutoring services. In fact, these tutoring sessions were almost all of the tutoring

sessions that occurred in the middle school during a one month period. Two example tutoring topics
were (a) exponents and (b) constructing equations from algebra word problems. Originally, 29

tutoring sessions were videotaped; 7 were dropped from the sample because of the poor quality of the

auditory channel. The tutoring sessions lasted 45-60 minutes, which was quite comparable to that of

the research methods tutoring sessions.

The primary purpose of collecting this sample of tutoring session was to assess how representative

were the results of the tutoring study on research methods. Indeed, the results from the two

tutoring studies were quite similar. In the subsequent comparisons, we included the normal tutoring

condition but not the structured tutoring condition in the study on research methods. The number of

student questions per hour in the mathematics sample was 32.2, which is quantitatively close to the
rate in the research methods sample (21.1). The number of tutor questions per hour in the

mathematics sample was 112.1, again rather close to the research methods sample (95.2). The

students accounted for 22% of the questions in the mathematics sample and 18% of the questions in

the research methods sample.

With respect to degree of question specification, the mathematics sample was very similar to that of

the research methods sample. The percentages of questions that were high, medium, versus low in

specification were 2%, 60%, and 39% for students, and 1%, 47%, and 52% for tutors. These

percentages compare favorably to those in the research methods sample: for students (3%, 67%, and

31%) and for tutors (3%, 50%, and 47%).

The questions were classified according to the analysis of question categories in Tables 1 and 2.

Percentages were scored for each of the 18 question categories, segregating student questions and
tutor questions. We then correlated these percentages between the two samples, i.e., mathematics
versus research methods. The correlation for student questions was very high (. - .61); for tutor

questions the correlation was extremely high (. - .95). Once again, the two samples of tutoring

sessions were quite compatible.

Finally, we analyzed the question generation mechanisms that underlied the questions. In the

mathematics sample, the percentages of questions involving corrections of knowledge deficits, common

ground, social coordination of action, and control of conversation were 24%, 72%, 3%, and 1%,

respectively; the corresponding percentages in the research methods sample were 29%, 67%, 2%, and

3%. The percentages for tutors in the mathematics sample were 0%, 93%, 4%, and 3%, whereas the

percentages for tutors in the research methods sample were 0%, 91%, 3%, and 7%.
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In summary the two samples of tutoring sessions produced remarkably similar data. The questioning
exhibited by high school tutors and 7th grade students on the topic of mathematics was very similar
to the questioning exhibited by college students on research methods. Therefore, we are satisfied
that the results of the tutoring study on research methods are quite general.

ITT. Lparning on the ',Point and Ouery" Software

We designed a human-computer interface that facilitates the speed and quality of questioning
(Graesser, Langston, & Lang, 1991, in press; Graesser, Langston, & Baggett, in press; Lang,
Graesser, & Lanqston, 1991). The student learns entirely by asking questions and reading answers on
the "Point 6 Query" (P&Q) system. When a question is asked, the student first points to a word or
picture element on the computer screen and then to a question that is relevant to the element (from
a menu of relevant questions). The menu of relevant questions is formulated on the basis of the
background knowledge structures and theoretical question answering procedures of QUEST (see Section
I). The P&Q software is embedded in a hypertext system so answers are preformulated and quickly
retrieved. The P&Q software is quite similar to the ASK TOM system that has recently been developed
by Schank et al. (1991).

The P6Q software forces the student to take an active role in learning because the only way the
student can learn is to ask questions and interpret answers. The interface is consistent with a
philosophy of education that advocates a learning environment in which students self-regulate their
own learning. As discussed earlier, however, it is widely acknowledged that students need some
guidance in this process if deep knowledge about a topic is to be acquired. Indeed, one conclusion
from the tutoring research in Section II is that students need to be taught effective question
asking skills, i.e., when to ask questions and what questions to ask. It does not come naturally.
Students learn effective questioning skills from the P&Q software because there is a menu of good
questions that are relevant to the word or picture element the student points to. Our hope is that
the P&Q software will rekindle curiousity in the student and will provide the necessary scaffolding
to effective question asking skills. As mentioned earlier, it is well documented that the learning
and comprehension of technical material substantially improves after students learn and apply
effective question asking skills (King, 1989; Palinscar & Brown, 1984).

There are an extraordinary number of advantages to the P&Q software, which are briefly summarized
below.

(1) It is very easy to ask a question. The student can ask a question within two seconds with two
clicks of a mouse: select a screen element and then select a question. All other interfaces suffer
from the critical shortcoming that it takes several seconds or minutes to ask a question, including
structured query languages, natural language interfaces, the Texas Instruments Menu Driven Natural
Language interface (Tennant, 1987), and RABBITT's "retrieval by reformulation" (Williams, 1984).

(2) It is very easy to learn the P&O system. It takes approximately five minutes to learn how to
use the P$0 system for students who already know how to use a mouse. The training time of other
question asking interfaces is measured in hours.

(3) The student has direct feedback on what questions the P&Q system can handle. This is because
the list of relevant questions is displayed in a menu on the screen. In most other interfaces, it
is is unclear to the user what questions the computer can handle so the boundaries of the system are
ill-defined.

(4) The student learns what questions are good questions. The menu of relevant questions is
contingent on the type of background knowledge structure, e.g., goal/plan hierarchy, causal network,
taxon--ic hierarchy, spatial information. For example, why, how, and what-if questions are
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particularly relevant to causal networks but not to spatial information. The student will

eventually learn such relationships between the content of the material ard the relevant questions.

Our formulation of relevant questions is based on a cognitive model of question asking and

answering.

(5) The computer quickly answers the questions according to a psychological model of question

answering. We have used the QUEST model of human question answering as a guide for formulatirg

answers to questions (Graesser & Franklin, 1990; Graesser, Gordon, & Brainerd, 1991; see Section

Therefore, the answers are formulated on the basis of a psychological theory that has been validated

empirically, which distinguishes it from all other query systems in computer science.

(6) Knowledge is organized around questions and answers to questions. Schank (1986) has discussed

some of the advantages of organizing and indexing knowledge around questions. There is some

evidence that a "question+answer" encoding format is particularly persistent in memory, with slow

forgetting rates (Pressley et al., 1988).

(1) The P&Q system facilitates curiousity and active learning, with some guidance on how to navigate

through the knowledge base. As will be discussed in this section, Graesser, Langston, and Baggett

(in press) have collected data on a prototype PLQ system on woodwind instruments. We found that

students asked approximately 135 questions per hour, which is 7 times the rate of question asking

during normal tutoring (see Section II) and 800 times the rate of question asking in a classroom

setting (per student).

PLO Software on Woodwind Instruments

We developed some PLO software for woodwind instruments (Graesser, Langston, & Lang, 1991, in

press). This topic was selected because there are multiple levels of knowledge and each level has a

tractable set of questions, at least according to the QUEST model of question answering. We specify

below the levels of knowledge and the questions that were handled by the P&Q software on woodwind

instruments.

Definitijn. There are a large number of terms that need to be defined, which should

stimulate definitional questions (i.e., "What does X mean?").

Taxonoml knowledge. As depicted in Figure 3, there is a hierarchical taxonomic structure

that contrasts air reed, single reed, and double reed instruments at the highest, most

abstract level. The terminal concepts are at the lowest level of the hierarchy, such as

alto, tenor, and baritone saxophone. The questions associated with taxonomic knowledge were:

"What does X mean?", "What are the properties of X?", and "What are the types of X?".

Snatial eom~oaltanm. This is the spatial layout of objects, parts, and features of parts.

This knowledqe specifies that a particular component contains subcomponents (e.g., a
mouthpiece contains a reed and a ligature), that a component is connected to another

component (e.g., that the ligature is clamped to the reed), and that there are spatial
relations between parts of an instrument (e.g., the neck is between the mouthpiece and the

tube). The question associated with spatial composition was "What does X look like?".

Procedural knowledoe. This knowledge embodies the actions, plans, and goals of agents. For

example, procedural knowledge specifies how a person assembles, .holds, and plays an

instrument. The question associated with procedural knowledge was "How does a person

use/play X?".
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Sensory information. This includes information about visual, auditory, kinesthetic, and

other modalities. The two questions associated with sensory infornation were "What does X

look like?" and "What does X sound like?".

Causal knowled=e. This embodies causal networks of events and states in technological,

biological, and physical systems. Causal knowledge specifies how air flows through the
player's mouth and embouchure, continues through the instrument, gets modified by the size of
the chamber and the holes, and produces a sound with a particular pitch, intensity, quality,
and duration (see air flow diagram in Figure 3). The questions associated with causal

knowledge were "How does X affect sound?", "How can a person create X?", "What causes X?",
and "What are the consequences of X?".

Obviously, there are systematic relationships between these levels of knowledge. For example, the
size of the instrument (spatial and visual information) constrains how it is played (procedural
knowledge) and the resulting pitch (sensory information). Whereas a soprano saxophone is small in
size, is high in pitch, and is held by the player with two hands, a bass saxophone is large, low in
pitch, and rests on a stand. It would be impossible to have a large woodwind instrument produce a
high pitch sound. A flute has a pure sound (sensory information) which is caused by the accoustics
of the air reed mouthpiece (causal knowledge).

Individuals sample and integrate the information from these viewpoints when a they learn about

woodwind instruments. The representation and organization of the acquired concepts are to some
extent a product of exploratory processes during learning. For example, if adults never explore the
causal knowledge that explains the operation of instruments, then we would not expect them to
correlate the size of the instrument and its pitch, or to correlate the features of the mouthpiece
with the quality of the sound (e.g., air reads are correlated with pure sounds). These exploratory
processes were investigated in an experiment described later in this section.

The PO software was embedded in a hypertext system and was implemented on a MacIntosh-II
microcomputer. There were approximately 500 "cards" (i.e., computer screen displays) in the
hypertext system. There were two pivotal seed cards that the learner could directly revisit at any
point in the session: a woodwind taxonomy card and an air flow diagram card (see Figure 3). All of
the other cards were answers to questions.

There were four major windows on each screen display, as illustrated in Figure 4. These windows
included a content window, a question window, a function window, and a context window. The rgnLtent
windo was the bottom 75% of the screen that displayed either the answer to a question, the woodwind

taxonomy, or the air flow diagram. Using a mouse, the subject pointed to an element in the content
window in order to declare which word or picture element was to be queried. Any word in capital

letters could be queried. The computer did not respond when the user pointed to a word in small
letters. In Figure Y, the subject was curious about the word LAY so he pointed to this word
element.

The window was a menu of questions presented at the top center of the screen display. The

questions were presented in two columns and included the 10 types of questions specified earlier in
this Section. The computer varied the subset of questions displayed on the menu according to the
queried content element. For example, two questions were relevant to the word LAY: "What does X
mean?" and "How does X affect sound?". In the example in Figure 4, the subject pointed to the
question "What does X mean?" by manipulating the mouse (top half of Figure 4). The answer to the
question "What does lay mean?" was then presented in the content window of the subsequent display
(bottom of Figure 4).
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The function wind6w (top left of a card) displayed four symbols that referred to special-purpose

functions. These included: (1) backing up one display, which could be applied recursively, (2)

stopping the session, (3) jumping to the woodwind taxonomy, and (4) jumping to the air flow diagram.

The context window (top right of a card) identified the P&Q software and presented a description of

the current card. This was the least informative window from the learner's point of view.

The success of the P&O software depends on both the answers to the questions and the set of

questions on the question menu. The question options and the answers to the questions were

formulated on the basis of the QUEST model of question answering (see Section 1). QUEST answers a

broad diversity of questions in the context of taxonomic, spatial, causal, and procedural knowledge.

Good questions vary among these knowledge structures. The question options in the question menu

depended on the type of knowledge s,.ructure (or structures) associated with the content element the

learner points to. Suppose that the learner pointed to content element X and there was informative

causal and procedural knowledge associated with X; then the question categories associated with

causal and procedural knowledge would be presented in the question menu. If an answer to a question

was trivial or uninformative, then the question option was not displayed. In summary, the questions

in the question window were based on: (a) the QUEST model of question answering, (b) informative

types of knowledge structures associated with the queried content element, (c) the good questions

that are associated with the type of knowledge structure, and (d) the extent to which there would be

an informative answer to a question.

The answers to most of the questions were formulated according to QUEST's strategies of answering

questions. There is a unique strategy for each question category that operates on knowledge

structures. Consider definitional questions in the context of taxonomic hierarchies, i.e., "What

does X mean?". An answer is produced by a "genus-differentiae" strategy which includes (a) the

superclass of X and (b) properties of X that distinquish X from its contrast concepts, i.e., the

concepts that have the same superclass as X. For example, the definition for an alto saxophone is

"a saxophone of medium size that is in the key of E-flat." In this case, the superclass is

"saxophone" whereas the conjoint features of (medium size, key of E-flat} uniquely distinguish the

alto saxophone from other types of -ixophones.

The question answering strategies of other question categories are quite different from that of

definitional questions. The question answering strategy for antecedent questions tap causal

networks, and produce antecedent events and enabling states that explain a queried event. When

asked "What causes vibrato to occur in a saxophone?", an appropriate answer would be "as air flows

through the mouthpiece, the player alternatives between having a tight and loose embouchure." The

answers to instrumental/procedural questions include (a) the plan that an agent executes while

performing an intentional action and (b) an object, part, or resource that is needed to execute a

plan. The question answering stategies for some types of questions were not handled by the original

QUEST model but were quite obvious. For example, the answer to "What does X look like?" was a

picture of X. The answer to "What does X sound like?" was a 10-second digitized recording of the

actual instrument playing a scale.

Askina ouestina on the PLO interfaee An exploratory study of exploration

We conducted a study which explored how college students ask questions when they learn about

woodwind instruments with the P&Q interface. The subjects learned about woodwind instruments

entirely by asking questions and reading answers to questions displayed by the computer. The

computer recorded the questions that the students asked and the order of the questions.

There is no empirical research that has investigated knowledge exploration for taxonomic-

definitional, spatial, sensory, procedural, and causal knowledge in a rich domain such as woodwind

instruments. Therefore, any predictions we might offer would be motivated by theoretical
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considerations and would be quite preliminary. The important contrast addressed in the study was

the sampling of deep causal knowledge versus the comparatively superficial knowledge, i.e., the
taxonomic, definitional, sensory, and procedural knowledge. We manipulated the goals of the learner
and we compared learners with high versus low prior knowledge about music. The learners' goals in a
Design Instrument condition encouraged subjects to sample deep causal knowledge whereas this causal
knowledge was not needed in an Assemble Band condition. The details of these conditions are
discussed later. If the goals of the learner have a substantial impact on exploratory processes,
then subjects should explore more causal knowledge in the Design Instrument condition than in the
Assemble Band condition; the opposite should be the case for the superficial knowledge. Regarding
the level of the learners' prior knowledge, subjects should explore more causal knowledge if they
already have a high amount of knowledge about music. Thus, superficial knowledge would presumably
be explored before deep causal knowledge.

Predictions can also be made with respect to the time-course of exploring knowledge within a
learning session. There is some foundation for expecting a fixed order of knowledge that gets
explored, such that the superficial knowledge precedes deep causal knowledge (Dillon, 1984). One
would intuitively expect a person to become familiar with the meaning of the terms and the physical

features of a system before embarking on causal mechanisms that explain the operation of the system.
If there is a canonical ordering of knowledge exploration, then one might expect taxonomic-
definitional information to be sampled before causal information, regardless of the goals of the
learner. On the other hand, there may be a more flexible ordering of knowledge exploration that
directly corresponds to the learner's goals.

Methods. The subjects were 32 undergraduate students at Memphis State University who participated
to fulfill a psychology course requirement. We screened the subjects so that half of the subjects
had low knowledge about music and half had comparatively high knowledge. Those with high knowledge
rated themselves as having moderate to high knowledge on a 6-point scale and also played an

instrument.

We manipulated the goals of the learner so that half of the subjects were expected to acquire deep
causal knowledge of woodwind instruments and the other half could manage with superficial knowledge.
The Dalian Instrument condition required deep causal knowledge whereas the Assemble Rand condition

did not. In the Design Instrument condition, the subjects were told that their goal was to design a
new instrument that had a deep pure tone. A solution to this problem required them to know that

large instruments produce deep tones (i.e., notes with low pitch or frequency) and that pure tones
are produced by woodwinds with air reeds rather than mechanical reeds. An ideal instrument would
perhaps be a large flute, although it might be difficult for an average diaphragm to sustain an air

flow in such an instrument. In any event, a solution to this problem required the subject to have
knowledge about the causal relationships between physical features of instruments and the features
of the sounds produced by instruments.

The subjects in the Assemble Band condition were instructed that they would be assembling a 6-piece

band with woodwinds that would play at a New Years Eve party for 40-year old Yuppies. The subjects

did not need a deep causal knowledge of woodwind instruments and sound characteristics in order to

solve this problem. It would be satisfactory to have a superficial knowledge about what the

instruments looked like, what they sounded like, and what their names were.

Half of the 16 subjects with high music knowledge were assigned to the Design Instrument condition

and half to the Assemble Band condition. Similarly, B of the subjects with low music knowledge were

in the Design Instrument condition and 8 were in the Assemble Band condition. Therefore, there was

an orthogonal variation of prior music knowledge and learner goals.

When the subjects arrived, the experimenter described the goals of their task and then gave a 5-

minute demonstration of how to use the P&Q interface. They were instructed how to ask a question by
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pointing to a content element in the content window and then to a question in the question window.

They were also instructed and shown how to use the four functions: backup one screen, stop session,

jump to taxonomic structure, and jump to air flow diagram.

The subjects had 30 minutes to explore the database on woodwind instruments. They were told they

could ask as many questions as they wanted, in whatever order the questions came to mind. The
computer recorded the cards that the subject explored and the questions that were asked, in the

order that the subject asked them. After the 30-minute learning session, the subjects completed the

tasks that were assigned to them. That is, they wrote down a design of a new instrument or a band

that was to be assembled for a party. They completed this task at their own pace. For the purposes

of this report, we were interested only in the questions that subjects asked during the 30-minute

learning session.

Results. In an initial analysis, we simply computed the mean number of questions asked by the

subjects during the 30-minute learning session. The subjects asked a mean of 75.6 questions per

session in the Design Instrument condition and 59.9 questions in the Assemble Band condition.

Therefore, the rate of asking questions in this P&Q interface was 135 questions per hour. This rate

is about 7 times the rate of question asking during normal tutoring (see Section II) and 800 times

the rate of student questions in a classroom setting (see Section I) . The P&Q software clearly has

some promise in facilitating curiousity and question asking behavior during learning.

We segregated the session into time blocks and the questions into knowledge categories. Each 30-

minute session was segregated into three 10-minute time blocks, yielding time blocks 1, 2, versus 3.

We clustered the 10 question categories specified earlier into four categories that tapped four

different types of knowledge: taxonomic-definitional, sensory, procedural, and causal. We computed

the baserate percentage of questions in these four knowledge categories when considering all

possible cards, content elements, and unique questions in the P&Q system. These proportions were

35%. 9%, I%, and 55% for taxonomic-definitional, sensory, procedural, and causal, respectively.

Am Analysis of variance was performed on question asking frequencies using a mixed design with four

oendent variables: condition (Design Instrument versus Assemble Band), prior experience (high

versus low music knowledge), time block (1, 2, versus 3), and knowledge type (taxonomic-

definitional, sensory, procedural, and causal). Condition and prior experience were between-

subjects variables whereas time block and knowledge type involved repeated measures variables.

We were surprised to learn that prior experience had absolutely no impact on the exploration of

knowledge. Prior experience did not have a significant main effect on question frequency and was

not part of any significant statistical interaction. This outcome could be explained in a number of

ways. Perhaps there was not a sensitive variation of music expertise. Perhaps the knowledge on

woodwind instruments was too specialized to be covered by a college student with relatively high

music knowledge. Perhaps the constraints of learner goals are extremely robust and mask any effects

of prior knowledqe. For whatever reason, prior music knowledge had no impact on knowledge

exploration.

The frequency of questions did not significantly vary as a function of time blocks, with means of

22.8, 23. and 21.2 questions in time blocks 1, 2, and 3, respectively. Therefore, the absolute

volume of questions was approximately constant across the three 10-minute segments. More questions
were asked in the Design Instrument Condition than in the Assemble Band condition, f(l, 28) - 5.00,

S.C5. The number of questions per time block significantly differed among the four knowledge

types, with means of 9.8, 5.3, 1.1, and 7.3 for taxonomic-definitional, sensory, procedural, and
causal knowledge, respectively, E(3,84) - 27.62, j < .05. However, this outcome is not particularly

surprising because the baserates were quite different among these four knowledge types. The

empirical percentages were 39%, 24%, 5%, and 32% whereas the baserates were 35%, 9%, 5%, and 55% for

the four respective types of knowledge. Compared to the baserates, the subjects undersampled causal
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knowledge and oversampled the other three types of knowledge (particularly the questions in the

sensory category).

There was a significant three-way interaction between condition, :im'e block, and type of knowledge,
1(6,168) - 2.89, 2 < .05. Figure 5 plots the cell means that expose this three-way interaction.

The figure and statistical analyses uncovered the following trends in the data.

(1) Taxonomlc-definitional knowledae. The frequency of these taxonomic-definitional questions

started out the same in both the Design Instrument condition and the Assemble Band condition.

Exploration of this knowledge decreased over time in the Design Instrument Condition but remained

constant in the Assemble Band condition. It appears that taxonomic knowledge and definitions of

terms needed to be sampled during the initial phases of learning, regardless of the goals of the

learner. After this basic knowledge was acquired, the learner could explore knowledge that

directly addressed his goals.

(2) Causal knowledge. The frequency of questions was extremely high and increased over time in che

Design Instrument condition. In contrast, the frequency was extremely low and constant in the

Assemble Band condition. It appears that causal knowledge was rarely tapped unless the learner's

goals forced the learner to tap this knowledge. Subjects needed to tap this deep causal knowledge

in order to design an instrument but not to assemble a 6-piece band. There was a trade-off in

sampling causal knowledge versus taxonomic-definitional knowledge.

(3) Sensory knowlede. The frequency of sensory knowledge questions was low and constant in the

Design Instrument condition. The frequency was high in the Assemble Band condition but decreased

robustly over time. The learners in the Assemble Band condition wanted to find out what the

instruments looked like and sounded like early in their exploration. This superficial visual and

auditory information was important to the subjects who were trying to assemble a band whereas deep
causal knowledge was unimportant.

(4) Procedural knowledge. There was a floor effect in sampling this type of knowledge so it was

difficult to decipher trends. Subjects in the Assemble Band condition asked approximately twice as

many questions in this category as did subjects in the Design Instrument condition.

Conclusions and discussion. We have documented how individuals explore knowledge when they learn

about woodwind instruments. Knowledge exploration was measured by observing the questions that

college students asked about woodwind instruments when they used the Point and Query interface. We

found that exploration patterns were unaffected by the college students' prior knowledge of music.

In contrast, there were dramatic changes in exploration as a function of the their goals and the

time course of the learning session.

The learners tended to sample taxonomic knowledge and definitions of terms during the first 10

minutes of the session. Approximately 45% of the questions tapped this type of knowledge in both

the Design Instrument and Assemble Band conditions whereas the baserate for these types of questions

was only 35%. The learners, goals were quite different in these two conditions: the Design

Instrument condition called for deep causal knowledge whereas the subjects in the Assemble Band

condition could rely on superficial knowledge. In spite of these differences in goals, the learners

needed to know about definitions of words and about the taxonomic composition of the semantic field.

Thus, this taxonomic-definitional knowledge apparently must be established before learners can

branch out into regions of knowledge that more directly address their goals.

Once the taxonomic-definitional knowledge is established, the learner explores knowledge that

addresses the learning goals. This conclusion is obviously supported when time blocks 2 and 3 are

inspected in Figure 5. When deep causal knowledge was needed, as in the Design Instrument

condition, then the learner explored causal knowledge at the expense of the taxonomic-definLtional,
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sensory, and procedural knowledge. Causal knowledge indeed was not explored unless the learner was
forced to seek this knowledge in the pursuit of a goal. The percentage of questions in blocks 2
and 3 that tapped causal knowledge was 52% in the Design Instrument condition but only 16% in the
Assemble Band condition; the corresponding baserate was 55% for these questions. On the other hand,
if the learners could rely on superficial knowledge in solving their problem, as in the Assemble
Band condition, then exploration continued after block 1 by seeking more taxonomic-definitional
knowledge (48% of questions, with a baserate of 35%), sensory knowledge (29% of questions, with a

baserate of 9%), and a modest amount of procedural knowledge (7% of questions, with a baserate of

It); once again, causal knowledge was rarely explored in this condition.

Causal knowledge was sampled only when the learner had the goal to solve causal problems. This has

nontrivial implications for theories of knowledge organization. Suppose it is correct that people

normally rely on superficial knowledge in the everyday world, as opposed to constructing deep mental
models of causal systems (Bransford, et al., 1985; Brown, et al., 1983; Graesser & Clark, 1985;

Kieras & Bovair, 1984). This superficial knowledge includes the definitions of concepts, the

perceptual surfaces of objects, and the procedures of manipulating objects. To the extent that this
is true, deep causal knowledge is not an important part of the representation of our knowledge.

This would perhaps present a challenge to any explanation-based theory of concept representation

that would require deep causal knowledge. We suspect that an explanation-based theory is

psychologically plausible only if the explanations appeal to the goals of agents, planning failures,

methods of repairing planning failures, and methods of circumventing obstacles (Hammond, 1990;

Mitchell, Keller, G Kedar-Cabelli, 1986; Mooney, 1990; Owens, 1991; Schank, 1986). Thus,

explanations that center around agents can be readily handled by the cognitive system whereas
rigorous causal explanations in biology, physical science, and technology are difficult for the

cognitive system to cope with.

This study has demonstrated the value of the P&Q interf~-' in investigating the process of exploring

knowledge. The P&Q interface and other similar new interfaces (Schank et al., 1991; Sebrechts &
Swartz, 1991) have made it extremely easy for the user to ask questions. The user simply points to
a question on a question menu. It was very awkward and time-consuming to pose questions on previous

computer interfaces (Lang, Dumais, Kilman, & Graesser, in press) and this presented a serious

barrier in investigations of information exploration. We have explored only one semantic field in

the present study, namely that of woodwind instruments. We are currently in the process of

investigating other domains of knowledge, such as mathematics and statistics.

It is possible that the P&Q interface could have a substantial impact on education and concept

representation to the extent that it rekindles curiousity and good question asking skills. As
discussed earlier in this report, the learning of complex material can robustly improve if student-

learn how to ask the right questions (King, 1989; Palinscar & Brown, 1984; Singer & Donlan, 1982).

However, it takes many hours to train students how to use ideal question asking skills. One side

effect of the P&Q interface is that students learn how to ask good questions in the context of

particular types of knowledge structures. Suppose the P&Q interface was extensively integrated with

computer software in the educational curriculum, such that students spent hundreds of hours learning
how to ask the right questions. We would end up with a more curious, inquisitive, creative, and

intelligent generation of learners (Dillon, 1988; Schank, 1986; Sternberg, 1987,). The cognitive

representation of concepts, both mundane and technical, might radically change.

TV- Information that Trioers Ouestions

We conducted a series of experiments that investigated whether individuals ask questions when they

encounter anomalous information (Graesser & McMahen, 1992; Graesser, McMahen, & Johnson. 1991).
There are several models in cognitive science which predict that questions are triggered by
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anomalous information (Kass, 1992; Klahr & Dunbar, 1988; Ram, 1990; Reisbeck, 1988; Schank, 1986),

but empirical tests of this prediction are conspicuously absent.

In these experiments, college students were instructed to generate questions while they solved

quantitative problems or while they comprehended stories. There were different versions of each
problem or story, as shown in Table 4 for an algebra word problem. The original version was a

complete problem from a textbook (or alternatively, a complete story from a book of fables). The
other four versions contained anomalous transformations that either deleted or added information. A

critical piece of information was removed in the deletion version; it would be impossible to solve

the problem or comprehend the story without it. The other three versions added a phrase,
proposition or sentence to the original version in order to introduce a contradiction, a salient

irrelevancy, or a subtle irrelevancy. It was technically impossible to solve the problems in the

contradiction versions, whereas it was possible to solve them when the irrelevant information was

added.

It is important to clarify what the "anomaly hypothesis" predicts about question asking behavior in

the context of this study. The first prediction is that college students should generate more

questions in the four anomalous versions than in the original versions. The hypothesis does not

predict particular differences among the four transformed versions. Therefore, the mean frequency

of questions in the four transformed versions should be greater than the frequency in the original

versions. A second prediction is that a subset of the questions should address the anomalous

transformations, i.e., the individual should spot the untsual feature of a transformed problem.

Once again, the anomaly hypothesis does not have a principled way of discriminating among anomalies,

so it assumes that all transformations are equally detectable. It is conceivable that the

transformed versions might stimulate questions that are not directly relevant to the transformations

(to a greater extent than the original versions). This might occur when individuals vaguely detect

that something is unusual about the problem but cannot quite put their finger on the anomalous

feature.

There is some foundation for predicting differences among the various types of anomalous
transformations. An "obstacle hypothesis" contrasts those anomalous transformations that present an

obstacle in planning, problem solving, or understanding from those transformations that do not

present an obstacle. The deletion and contradiction versions present a serious obstacle to problem

solving and comprehension whereas the salient and subtle irrelevancy transformations do not present

such an obstacle. According to the obstacle hypothesis, the incidence of transformation-relevant

questions should be higher in the deletion and contradiction versions than in the two irrelevancy

versions.

Even though an individual detects an anomaly, the individual may not generate a question about it.

Instead, the individual might repair or discount the anomaly in various ways (Markman, 1979; Otero &

Companario, 1990). In the case of a deletion version, the comprehender might fill in the deletion

with default values that are based on world knowledge. For example, the comprehender might assume

that the Bears and Bulls played the same number of games and infer that the number of losses was 32

for the Bulls. In the case of a contradiction version, the comprehender might construct an unusual

scenario that resolves the contradiction or that discounts one of the contradictory premises. For

example, the comprehender might attribute the contradictory statement in Table 4 to an unintentional

typographical error or to information that was elliptically deleted (e.g., the Bulls won the most

games between the Rugls and the Bears). Such repair strategies might be invoked automatically and

unconsciously when questions are not generated. In order for the comprehender to generate a

transformation-relevant question, the comprehender must (a) detect the anomaly, (b) acknowledge that

the transformation is indeed an anomaly, (c) articulate and refer to the anomaly in words, and (d)

address the anomaly in the form of a question. If any of these four conditions fail, then the

anomaly will not trigger a question.
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Expmriment i. Ouestion asking while soivino mathematics and statistics problems.

Upper division undergraduate students generated questions while they solved quantitative problems in
either original, deletion, or subtle irrelevancy versions. According to the anomaly hypothesis, the
two anomalous versions should elicit more questions than the original problems. Also, a subset of
the generated questions in the transformed versions should address the anomalous transformations.
According to the obstacle hypothesis, the transformation-relevant questions should be more prevalent
in the deletion versions than in the subtle irrelevancy versions.

Methods. The subjects were 30 upper division undergraduate students at Memphis State University who
were enrolled in a course on research methods. The subjects participated in the experiment in order
to fulfill a laboratory requirement. Two of the 30 students were dropped because they had not
completed an undergraduate course in statistics prior to the research methods course even though
statistics was a prerequisite.

Twelve quantitative problems were selected from textbooks. Six of the problems came from an
introductory college statistics text and six were algebra word problems from a junior high algebra
text. Table 4 includes the original version of one of the six algebra problems. The statistics
problems were more difficult than the algebra problems, but did not require memorization of any
complex formulas (e.g., the formula for a standard deviation, the formula for a t-test). The

statistics problems were "word problems" that required a conceptual understanding of basic
statistical concepts, such as the probability of an event, sample size, mean, standard deviation,
null hypothesis, 2 < .05, and statistical significance. The problems emphasized reasoning and
drawing inferences about these basic statistical concepts rather than being mechanical "number
crunching" exercises. Whenever numerical quantities needed to be combined, the student could
perform the quantitative computations by following basic rules in statistics and algebra (e.g.,
probabilities are multiplied when there are multiple independent eventsi or by constructing a table
with a small number of alternative combinations (e.g., tracing all possible combinations of heads
and tails when there are 4 tosses of a fair coin). An example statistics problems is presented
below.

Statistics 2roblem 1. The probability that a person who enters a certain bookstore 'n a

shopping mall will buy a book is 0.4. If 4 customers enter the store, what is the
probability that: (a) Exactly one person will buy a book? (b) One or two people will buy a
book.

There were three versions of each of the 12 problems. The original version was an exact copy of the
problem in the textbook. The deletion version was exactly the same as the original, except that a
phrase, clause, or sentence was removed. Moreover, it technically would be impossible to solve the
problem without the deleted information; the subject either would encounter an obstacle that
rendered the problem unsolvable or would need to construct the missing information inferentially.
For example, the deletion version in Table 1 deleted the number of games the Bulls lost, so the
winning percentage could not be computed for the Bulls (unless the subject inferred that both teams
played an equal number of games). The deletion version in the statistics problem substituted "very
high" for the value .04, so it would be impossible to compute the probabilities in "a" and "b". The
subtle irrelevancy version was the same as the original problem except that an irrelevant clause or
sentence was added. It should be noted that the irrelevant information blended with the general
theme or semantic content of the problem. The added information was irrelevant by virtue of
mathematical criteria rather than nonmathematical semantic content. Moreover, the subject would be
able to solve the problem with the addition of the subtle irrelevancy. Table 4 shows the subtle
irrelevancy for the example algebra problem; this version added the sentence "Nearly 20% of the
games almost resulted in ties." In the example statistics problem the following sentence was added:
"The probability of walking into a dress shop and buying a dress is only .01."
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Each subject received a 12-paqe booklet with one of the 12 problems on each of the pages. The three

versions of the problems were counterbalanced across subjects. For each subject, four of the

problems were in the original version (i.e., 2 algebra and 2 statistics), four wer- in the deletion

version, and four were in the subtle irrelevancy version. From the standpoint of :ne problems, each

version of a problem was administered to an equal number of subjects. The order in which the

problems were presented in the booklet was randomly determined for each subject separately.

The subjects were instructed that they would be generating questions while they were solving word

problems in algebra and statistics. The subjects were encouraged to generate as many questions as

they could think of. The time course of generating the questions and solving the problems was

monitored by the experimenter. More specifically, the subject worked on each problem in three

phases, which were timed by the experimenter. The subjects read the problem during phase 1 for 30

seconds. During phase 2, the subjects wrote down questions that came to mind about the problem for

90 seconds. The subject drew a line on the paper at the end of the questions that were generated in

phase 2. During phase 3, the subjects solved the problem and generated additional questions for 150

seconds. The subjects were told to write down their work and their additional questions from phase

3 below the line that they had drawn after phase 2. Therefore, the phase 2 and phase 3 questions

could be readily distinguished. The subjects were given 30 seconds of rest before starting on the

subsequent problem.

Ideally, the phase 2 questions would correspond to a stage in which subjects attempted to understand

and represent the problem whereas phase 3 questions would correspond to the process of implementing

a solution. Fishbein et al. (1990) reported that questions substantially differ in the problem

solving stage than in the problem representation stage.

Results And niscugsaon. We scored the number of questions that each subject generated for each

problem. A description was counted as a question if it had a question mark (e.g., "How many games

did the Bulls play?") or if it was an inquiry or comment conveying uncertainty in a noninterrogative

form (e.g., "I need to know the number of games the Bulls played", "I don't know how many games the

Bulls played."). Two trained judges could identify questions with a high degree of reliability

(Chronbach's alpha consistently exceeded .90).

The mean number of questions per problem significantly differed among the three versions, with means

of 1.81, 2.49, and 2.09 in the original, deletion, and subtle irrelevancy versions, respectively,

L(2, 54) - 5.61, 2 < .05. As predicted by the anomaly hypothesis, the two transformed versions

combined were significantly higher than the original versions, t(27) - 3.81, 2 < .05. Post hoc

comparisons revealed the following differences: deletion > subtle irrelevancy - original.

Therefore, the deletion transformations had a more robust impact on question generation than did the

subtle irrelevancy transformations.

We scored those questions that addressed the transformations in the deletion and subtle irrelevancy

versions. Two transformation-relevant questions that addressed the example deletion version were

"How many games did the Bulls play?" and "Did the two teams play the same number of games?". A

transformation-relevant question that addressed the subtle irrelevancy version was "What does the

fact that some of the games almost resulted in ties have to do with the problem?" Questions were

not counted if they did not address the transformations, e.g., "Did the two teams ever play each

other?" and "What games were they playing?". Two judges could identify the transformation-relevant

questions with a high degree of interJudge reliability (Chronbach's alpha of .90).

The mean number of transformation-relevant questions per problem was significantly higher in the
deletion versions than in the subtle irrelevancy versions, .80 versus .25, respectively, L(27) -

6.86, 2 < .05. This outcome is consistent with the obstacle hypothesis. As predicted by the

anomaly hypothesis, both the .80 and .25 values significantly differed from 0, the baseline level of
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the original versions. Therefore, both types of anomalous transformations caused an increase in the

number of transformation-relevant questions.

Two additional analyses on the transformation-relevant questions addressed the materials and the
time course of question generation. First, we compared the easy 7th-grade mathematics prcblems with
the difficult college statistics problems. We found that the easy mathematics problems invoked more
questions than did the difficult statistics problems, .80 versus .24, respectively, J(27) = 7.23, 2

< .05. However, within each of these types of problems, there were significantly more questions in

the deletion versions than the subtle irrelevancy versions: 1.18 versus .43 within mathematics
problems and .43 versus .05 within the statistics problems. Regarding the second analysis, we
compared the incidence of generating questions during the initial 90-second question asking phase
versus the 150-second problem solving phase. We found that most of the questions were generated in
the initial phase rather than the problem solving phase. We found that 74% of the transformation-
relevant questions in the deletion condition occurred during the initial question asking phase; the
corresponding percentage was 75% in the subtle irrelevancy condition.

In summary, the anomaly hypothesis was confirmed by the fact that the problems with anomalous
transformations caused an increase in subject-generated questions. Moreover, a subset of the
questions addressed the deletions and subtle irrelevancies. The deletions elicited more
transformation-relevant questions than did the subtle irrelevancies, an outcome that supports the
obstacle hypothesis. The finding that the deletion versions produced the most questions occurred in
the case of the easy mathematics problems and also the more difficult statistics problems. Finally,
most of the questions were asked during the initial stages of solving the problem, i.e., the first

two minutes.

oexriment 2: Ouestion askina while solving mathematics and analytical eroblems

Lower division college students generated questions and solved quantitative problems that were
presented in one of five versions: original, deletion, contradiction, salient irrelevancy, and
subtle irrelevancy (see Table 4). Half of the 10 problems were algebra word problems whereas the
other half were analytical "brain teasers".

Methods. The subjects were 40 undergraduate students at Memphis State University who were enrolled

in an introductory psychology course.

Ten original problems were selected. Five of the problems were algebra word problems sampled from a
junior high algebra text, as illustrated in Table 4. The other 5 questions were analytical brain
teasers selected from an SAT sample examination. An example analytical problem is presented below.

A half tone is the smallest possible interval between notes. Note T is a half tone higher
than note V. Note V is a whole tone higher than note W. Note W is a half tone lower than
note X. Note X is a whole tone lower tha note T. Note Y is a whole tone lower than note W.
What is the order of the notes from lowest to highest?

There were 5 versions of each problem: original, deletion, contradiction, salient irrelevancy, and
subtle irrelevancy. The deletion and subtle irrelevancy versions were constructed in the same

manner as in Experiment 1. The contradiction versions involved explicit contradictions by adding
one statement to the original version. For example, the contradictory statement "The Bulls won more
games than the Bears" is incompatible with the earlier claims that the Bears won 40 games and the
Bulls won 32 games. The contradiction version of the example analytical problem added the sentence
"Note T is a half tone lower than note V"; this added sentence directly contradicts the earlier

sentence "Note T is a half tone higher than note V." Each salient irrelevant transformation had one
statement added to the original version. The statement was not only irrelevant to solving the
quantitative problem, but also was semantically irrelevant to the problem theme. For example, the
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fact that the players were always getting into arguments has little semantic relevance to the win-
loss records of the Bears and the Bulls. The salient irrelevancy in the example analytical problem
added the sentence "April showers may bring May flowers," which is clearly unrelated to the ordering

of notes on a musical scale.

Each subject received the 5 algebra word problems and the 5 analytical word problems in a 10-page
booklet. Within each of these two types of problems, a particular subject received one problem in
each of the five versions. The assignment of versions to problems was counterbalanced across
subjects so that each problem had 8 subjects assigned to each of the five versions. The order in
which the 10 problems was presented was determined randomly for each subject separately. Experiment
2 had the same procedure as in Experiment 1 except that the subjects received 10 problems instead of

12 problems.

Results and discussion. Table 5 presents the mean number of questions generated per problem. As

predicted by the anomaly hypothesis, the mean of the four transformed versions combined (2.32) was
significantly higher than the mean of the original versions (2.05), t.(39) = 2.76, 2 < .05. More

detailed comparisons indicated that the deletion and salient irrelevancy versions significantly
differed from the original versions, whereas the contradiction and subtle irrelevancy versions did
not significantly differ from the original.

Table 5 also presents the number of transformation-relevant questions per problem. Each of these
scores significantly differed from 0 (the baserate for the original version), which is consistent
with the anomaly hypothesis. The obstacle hypothesis predicts that the deletion and contradiction
versions should produce more tranformation-relevant questions than the two irrelevancy versions;
this trend was supported by the data in a planned comparison between the two pairs of conditions,
.68 versus .31, t(l, 39) - 5.78, 1 < .05. Post hoc comparisons revealed that the deletion versions
had higher scores than the other three versions. The contradiction versions had higher scores than
the subtle irrelevancy versions, r(39) - 2.45, 2 < .05, but not the salient irrelevancy versions.

Table 5 also presents the likelihood that a particular transformation was detected by the subjects,
as manifested by at least one transformatlon-relevant question. These likelihood scores were higher
for the deletion and contradiction versions (mean - .41) than the two irrelevancy versions (mean =

.27), (39) - 2.85, 1 < .05. This outcome is consistent with the obstacle hypothesis. However,

there was absolutely no difference between the contradiction and salient irrelevancy versions so
there is only weak support for this hypothesis when fine-grained comparisons are made between
individual conditions. Once again, the most robust difference was between the deletion versions and
the other three types of transformations.

As in Experiment 1, we performed an analysis on the time-course of the transformation-relevant
questions. We found that the vast majority of transformation-relevant questions occurred during the
initial 90-second question asking phase (77%) rather than the 150-second problem solving phase
(23%). This 77% figure compares favorably to the 75% figure in Experiment 1. Therefore, the
questions were inspired quite early in the problem solving process. It is important to acknowledge,
however, that this outcome might be limited to problems that are comparatively easy to solve.
Perhaps more questions would be generated during later stages of problem solving to the extent that
problems are more difficult.

Eorimant 1. Problam solvina while nomorehendino stories

Experiments 1 and 2 contained quantitative problems that subjects were expected to solve. The
subjects' problem solving task was well-defined in the sense that they were required to obtain
solutions to objective problems involving statistics, algebra, and logic. At least for the original
versions, the problem representations were complete, precise, and self-contained. In contrast, the
task and materials in Experiment 3 were comparatively ill-defined. The subjects' task was to
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comprehend a set of stories and to generate questions during the process. The comprehension task is

ill-defined because there are many levels of comprehension that could be achieved and sometimes

multiple ways to interpret each level (Kintsch & van Dijk, 1978; Kintsch, 1988). Compared to word
problems, stories are incomplete, imprecise, and open-ended. As a consequence of this tlexibility

in interpretation, it might be more difficult for the subjects to identify anomalous information.
Experiment 3 permited us to assess the generality of the findings in the previous two experiments.

Nhgaa. The subjects were 40 lower division students enrolled in an introductory psychology course
at Memphis State University. The subjects were instructed to read each story carefully and to write
down questions that came to mind as they comprehended each story. The subject were provided

approximately 5 minutes to comprehend and write down questions for each story.

There were 10 original stories 5 parables and 5 fables) which were selected from anthologies of
classical or famous writers. The stories were not extremely popular, so there was a low likelihood
that the subjects had already read them. The stories had a short length of approximately 100 words.

The four types of anomalous transformations were composed according to particular criteria. A

critical piece of information was removed in the deletion versions. The point or moral of the story
was difficult or impossible to grasp without this information. In the contradiction versions, there
as an added contradictory statement that was directly incompatible with a major idea in the original

story. The contradiction would make it difficult to understand the point or moral of the story. In

the salient irrelevancy versions, the added sentence conveyed an episode that would probably not
occur in the story (and this would be obvious to most adult readers). In the subtle irrelevancy

versions, the added episode might have occurred in the story, but was irrelevant to the main plot

and point of the story.

A 10-page booklet was prepared for each subject, with one story per page. Half of the stories were

adult fables and half were parables, although the distinction is not important for the purposes of

this report. Each subject received one of the 5 versions within the set of fables and one of the
five versions within the set of parables. The assignment of versions to stories was counterbalanced
across subjects. The order of stories was randomized for each subject separately.

Assult amnd dimeussign- The results of this study essentially replicated those in Experiment 2 even

thought the materials were radically different. Table 5 presents the results of both Experiments 2

and 3. The data are strikingly similar.

The anomaly hypothesis was once again supported by two findings. First, the four types of anomalous

transformations as a group (mean - 3.37 questions) had significantly more questions than did the
original stories (2.99 questions), (39) - 2.09, 1 < .05. Second, the mean number of
transformation-relevant questions was significantly higher than 0 in all four anomalous versions.

As predicted by the oletacle hypothesis, the mean number of transformation-relevant questions in the
deletion and contradiction versions combined (mean - .50) was significantly higher than that of the
two irrelevancy vwsi ns (man - .35), r(39) - 1.70, 2 < .05. More detailed comparisons indicated

that the deletion versions had significantly more transformation-relevant questions than each of the
other three transformed versions. In contrast, the contradiction versions were not significantly
higher than the two irrelevancy versions.

In conclusion, the impact of the anomalous transformations on question asking appear to be quite

general. The reported results generalize to both well-defined and ill-defined tasks and materials.
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xnar'mpnt 4. Self-induced oupstion askina while solvi.'a 2uantitative nrobeL

The subjects in the previous three experiments were instructed to generate questions while they
solved problems or comprehended stories. The purpose of Experiment 4 was to examine the incidence
of questions under "self-induced" rather than "task-induced" conditions. Specifically, the sub'ects
solved the same problems that subjects solved in Experiment 2, but they were not instructed to
generate questions. While solving the problems, they had the opportunity to ask questions of an
experimenter in an adjacent room, but only if they needed or wanted to ask a question. The
experimenter recorded any questions that the subjects asked.

Experiment 4 permitted us to assess the extent to which social constraints oresent barriers to
asking questions. In Experiment 2, we reported the likelihood that subjects could cognitively
generate and articulate questions that addressed the transformations. These likelihood scores
varied from .23 to .50 (mean - .34), depending on the transformed version. Only a subset of these
questions presumably would be asked once social constraints are taken into consideration under self-
induced questioning conditions.

Van der Meij (1988) identified several social barriers to question asking in the classroom. These
include: (a) interruption of the flow of conversation, (b) difficulty in setting up the context for
the question, (c) the social context not being viewed as a help context, (d) the teacher not having
the competence to answer the question, and (e) the question not being relevant to the current topic.
We attempted to set up a context in the present experiment that removed most, if not all, of these
barriers. The fact that the experimenter mentioned to the students that they were free to walk into
an adjacent room and ask the experimenter questions would presumably remove barriers a, c, and e.
The fact that the experimenter designed the problems and administered the booklet would presumably
remove barriers b and d. We implemented additional methods of removing social barriers. The
subjects worked on the problems at a table in groups of 3-6 individuals. One of the individuals was
a confederate who got up from the table and asked the experimenter a question on three occasions
during the 1-hour session. Therefore, there was a social precedence for asking the questions. In
summary, we designed the context in Experiment 4 in a manner that removed many social barriers to
asking questions.

Methods. The subjects were 25 undergraduate students at Memphis State University who participated
in order to fulfill a psychology course requirement. The materials included the same conditions,
booklets, and counterbalancing that was used in Experiment 2.

The experimenter passed out the booklets and instructed the students to solve the problems at their
own pace. They were told to write down the answers to the problems in the booklets, as well as any
notes they needed to assist them in solving the problems. The experimenter mentioned that they
might have questions about the problems during the experiment; if so, they were free to ask the
experimenter questions in an adjacent room. The subjects were seated around a table in groups of 3-
6. One of the individuals was a confederate who asked the experimenter questions on three occasions

during the experiment.

The experimenter tape recorded all questions that the subjects asked in the adjacent room. The
experimenter made sure to mention the subject number and the problem number during the course of the
conversation. These conversations were transcribed and analyzed.

Results and dieoussion. There essentially was a floor effect in the incidence of questions under

self-induced questioning conditions. The overall mean numbers of questions per problem were .04,
.06, .12, .04, and .08 in the original, deletion, contradiction, salient irrelevancy, and subtle
irrelevancy conditions, respectively. The collective mean of the four transformed versions (.08)
was not significantly different from the mean of the original versions, an outcome which could be
attributed to the obvious floor effect. Most of the questions (73%) in the four transformed
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versions were transformation-relevant questions. This indicates that there typically was an anomaly
in the problem before a subject expended the effort in asking the experimenter a question. It
should be noted that the corresponding percentage was 22% in Experiment 2, where there was task-
induced question asking.

The mean numbers of transformation-relevant questions were .06, .12, .00, and .04 in the deletion,
contradiction, salient irrelevancy, and subtle irrelevancy conditions, respectively. In spite of
the obvious floor effect, the 9 transformation-relevant questions in the deletion and contradiction
versions was significantly greater than the 2 transformation-relevant questions in the two
irrelevancy versions, chi-square (1) - 4.45, a < .05. Therefore, the obstacle hypothesis was

supported in spite of the obvious floor effect. As in the previous experiments, we computed the
likelihood that a particular transformed problem was detected by a subject, as manifested by one or
more transformation-relevant question for a particular problem. These scores were .04, .08, .00,

and .02 in the respective conditions.

Exierimant e. An2Mnalv datation in ouantitative problems

Experiment 5 examined the relationship between detecting an anomaly in a problem and articulating a
question about an anomaly. The subjects in this experiment worked on each problem and then gave an
"anomaly detection" rating as to whether there was something unusual or irregular about the problem.
The instructions on this scale were purposely left vague in order to avoid emphasizing one or more
types of anomalous transformations. The rating scale discretely segregated YES from NO responses,
with varying degrees of confidence. The problems in Experiment 5 were the same as those in

Experiments 2 and 4.

An anomaly dLteettn lIklth d was computed which corrects for response bias, e.g., the inclination

to say YES to all problems. The baserate likelihood of saying YES was manifested in the original
versions of the problems. Formula 1 presents the measure of anomaly detection likelihood, which
corrects for response bias.

Anomaly detection likelihood -

(p(YESltransformed version) - p(YESIoriginal version)] / [1.0 - p(YESloriginal version)]
(1)

It is possible to detect that something is unusual or irregular about a problem, but not be able to
articulate a question that addresses the problem. To the extent that this is the case, then the
anomaly detection likelihood should be greater than the likelihood of posing a transformation-
relevant question. Conversely, a person might not detect an anomaly until the person is forced to
ask questions about the problem. Stated differently, the act of expression might be instrumental to
the identification of an anomaly. To the extent that this alternative is the case, then the anomaly
detection likeliheod should be less than the likelihood of posing a transformation-relevant

question.

H . The subjects were 2S undergraduate students at Memphis State University who participated
to fulfill a reluiremeot in a psychology course. The problems were the same as those used in
Experiments 2 and 4.

The booklet contained 10 pages with problems, interleaved with 10 pages with rating scales. That
is, a set of rating scales was completed after each problem was solved. There actually were four
rating scales on each test page but only the "anomaly detection" scale is relevant to this study.
This scale had the question "Does this problem have something unusual or irregular about it?" and
the following six points: (1) definitely no, (2) moderately certain no, (3) undecided but guess no,
(4) undecided but guess yes, (5) moderately certain yes, and (6) definitely yes.
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The subjects were instructed that they would attempt to solve a series of problems for about 5

minutes per problem. They would also rate each problem on a number of scales after they attempted

to solve each problem. The subjects wrote down their notes and their answers on the sheets with the

problems. After attempting to solve each problem for 4 minutes, they rated the problem on four 6-

point scales.

Results and dlscussion. Mean anomaly detection ratings were computed for each of the four versions.

There were significant differences among the ratings in the five conditions, with means of 2.66,

3.86, 3.44, 2.62, and 2.52 in the original, deletion, contradiction, salient irrelevancy, and subtle

irrelevancy conditions, respectively, Z(4, 96) - 7.06, 2 < .05. As predicted by the anomaly

hypothesis, the mean of the four transformed versions was significantly higher than the rating of

the original, 3.11 versus 2.66, respectively, J(24) - 1.93, 2 < .05. As predicted by the obstacle

hypothesis, the mean of the deletion and contradiction versions combined was significantly higher

than the mean of the other three conditions combined, 3.65 versus 2.60, J(24) = 4.40, 2 < .05. Post

hoc comparisons were consistent with the following pattern: deletion > contradiction > original =

salient itrelevancy - subtle irrelevancy. We analyzed the "proportion of YES" responses and found

precisely the same pattern of significant differences; the mean proportions were .28, .62, .46, .28,

and .20 in the original, deletion, contradiction, salient irrelevancy, and subtle irrelevancy

conditions, respectively.

We computed anomaly detection likelihoods, as specified in Formula 1. These scores were .47, .25,

.00, and -. 11 in the deletion, contradiction, salient irrelevancy, and subtle irrelevancy

conditions, respectively. An ANOVA and planned comparisons showed the following pattern among the

means: deletion > contradiction > salient irrelevancy - subtle irrelevancy versions. These anomaly

detection likelihood scores can be meaningfully compared to the likelihood scores for asking

transformation-relevant questions in Experiment 2 (i.e., line 3 in Table 5). The question asking

likelihood scores were .50, .31, .31, and .23 in the deletion, contradiction, salient irrelevancy,

and subtle irrelevancy versions, respectively. When considering the deletion and contradiction

versions, the anomaly detection likelihoods did not significantly differ from the question asking

likelihoods. In contrast, the anomaly detection likelihoods were essentially zero and significantly

lower than the question asking likelihoods in the two irrelevancy versions. Therefore, the

irrelevancies were not detected unless the subjects were forced to ask questions about the versions

with irrelevancies.

Caneral discussion and encusions

The five experiments in Section IV have consistently supported the anomaly hypothesis, which

predicts that individuals will ask more questions when there are anomalous transformations of

original problems or stories. These anomalous transformations included deletions of critical

information, contradictions, salient irrelevancies, and subtle irrelevancies. The finding that the

transformed versions triqqered more questions than the original versions was a consistent finding
across different types of material: difficult statistics problems, easy algebra problems,

analytical brain teasers, and stories. Therefore, the trends exist both for complete, precise,

self-contained problem representations and for incomplete, imprecise, open-ended stories. Indeed,

these results appear to be quite general, and are compatible with cognitive models of question

asking which have emphasized the importance of anomalies in stimulating questions (Collins, 1985;

Graesser, Person, & Huber, 1992, in press; Kass, 1992; Ram, 1990; Schank, 1986).

The fact that the anomalous transformations triggered questions supports the claim that students to

some extent are able to monitor their comprehension and to self-regulate their deficiencies in

knowledge. Researchers have frequently reported that these metacognitive abilities are prevalent in

good comprehenders (Brown et al., 1983; Chi et al.,1989; Flavell, 1978: Zimmerman, 1989) and that

students frequently need to be trained how to use these strategies (Bransford et al., 1985; Collins,

1985, 1988; Palinscar & Brown, 1984; Pressley et a!., 1981). The present study is encouraging to
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the extent that we have documented that the vast majority of college students =.n ask questions that

address knowledge deficits if they are forced to and if the material is not extremely difficult.
The results of the tutoring data in Section II also revealed that there were some attempts to
correct knowledge deficits, so once again, there is some hope that college students are capable of
inquiring about deletions, gaps, anomalies, and other problems In their knowledge base. The present
findings also bolster the models of cognition that assert that question generation is a critical
component in comprehension, learning, problem solving, and intelligence (Collins et al., 1980;
Schank, 1986; Sternberg, 1987).

The obstacle hypothesis predicted that there would be more transformation-relevant questions asked
in the deletion and contradiction versions than the two irrelevancy versions. Deletions and
contradictions present an obstacle to the goal of solving a problem or comprehending a text, whereas
there is no clear-cut obstacle in the irrelevancy versions. We found weak support for this
predicted trend. The deletion and contradiction versions together did produce significantly more
transformation-relevant questions than did the two irrelevancy versions. Deletion versions
consistently produced more questions than did the two irrelevancy versions, but the contradiction
versions sometimes had question generation rates comparable to the irrelevancy versions. For some
reason, contradiction versions were not as disruptive to comprehension as we expected. Perhaps
individuals discount or rationalize away these contradictions, as some researchers have suspected in
the "contradiction detection" paradigm (Baker, 1979; Epstein et al.,1984; Glenberg et al., 1982;
Markman, 1979; Otero & Companario, 1990). For example, the contradictions might be attributed to a
misprint or to missing assumptions that would resolve the apparent contradiction. It should be
noted that subjects did have a comparatively high likelihood of detecting these contradictions (see
results of Experiment 5) even though they did not always ask questions about the contradictions.

There frequently are social h--r irs to asking questions even when individuals can detect anomalies
and can articulate questions (van der Meij, 1987, 1988). Experiment 4 dramatically demonstrated the
powerful impact of soCa- lirriers. The likelihood that students asked a question about an anomaly
in a self-induced setting was extremely low (4%) compared to the likelihood of asking a question in
a task-Induced setting that forced students to ask questions (34%, Experiment 2). It should be
noted that Experiments 2 and 4 had the same materials and subject population. Moreover, Experiment
4 was designed to remove social barriers by having a confederate get up from the table and ask the

experimenter questions on three occasions during the experiment. Even when we removed several

social barriers, subjects rarely asked a question in a self-induced condition in which they were
capable coqnitively of articulating a good quesiton (4%/34%-.12). This suggests that social
barriers, rather than cognitive barriers, provide the most feasible explanation of the well-
documented phenomenon that students rarely ask questions in a classroom (Dillon, 1988; Kerry, 1987).
According to available estimates, an average student asks .2 questions per hour in a classroom
whereas a student asks 20 questions per hour in a tutoring session (Graesser, Person, A Huber, in
press; Section II). According to the results in Section III, a student asks 135 questions per hour
in a computer system that is built around student questions and computer answers, e.g., educational
software with a "Point A Query" interface (Graesser, Langston, & Baggett, in press).

The results from these experiments are consistent with a model of question asking that has three

components: (1) anomaly detection, (2) question articulation, and (3) social editing. The anomaly
detection process identifies gaps, contradictions, irregularities, and other knowledge deficits, as
discussed by Graesser, Person, and Huber (1992, in press). The question articulation process
constructs a question from a knowledge deficit that gets detected. The social editing process
assesses the costs and benefits of asking a question in the particular social setting, as discussed
by van der Meij (1987, 1988). Each of these components presents a potential barrier to asking a
question.
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It is important to acknowledge that the three components of the model may be executed in an

interactive fashion rather than a sequential fashion. It would be tempting to propose a sequential

stochastic model in which anomaly detection precedes question articulation, which in turn precedes

social editing. However, the sequential model does not explain some of the findings of this study.

For example, consider the anomaly detection likelihoods in Experiment 5 (an index of the anomaly

detection process) and the likelihoods of generating transformation-relevant questions in Experiment

2 (an index of the question articulation process). In the case of deletion and contradiction

transformations, these two likelihoods were about the same; the mean anomaly detection likelihood

was .36 whereas the question generation likelihood was .4C. In contrast, for the two irrelevancy

versions, the anomaly detection likelihood was essentially zero whereas the question generation

likelihood was .27. Therefore, the subjects might not have detectea these irrelevancies unless they

were forced to ask questions. Stated differently, question asking is sometimes a necessary

prerequisite to detecting an anomaly, as opposed to vice versa.

In a similar fashion, the social editing process may interact with both anomaly detection and

question articulation. Consider the questions that passed the social editing process in Experiment

4, i.e., students asking questions in the self-induced condition. Nearly all of these questions

were about deletions and contradictions, the two types of transformations that presented obstacles

and that were most likely to be detected. Most of the self-induced questions were transformation-

relevant questions rather than frivolous questions; in contrast most of the questions under forced

questioning were frivolous questions rather than transformation-relevant questions. Quite clearly,

when a student passes through the social barriers and asks a question, it better be a good question.
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Table 3 48

Quesrion answering strategies for why and how guestions under conditions of normal tutoring

Type of question Answer strategy

WHY-ACTION (49%)
why <agent do action A> Superordinate goal of A (.68)

State/vent that initiates plan of A (.42)
Example that justifies A (.29)

why <agent do action A rather than B> Action B is not feasible or desirable (.70)
Action A has positive consequences (.30)
Hypothetical example justifying either A or B (.30)

WHY-EVENT (2%)

WHY-NOT-X (13%)
why-not <X eisr>
why-not <agent do action A>
why-not <event occurs>
why-not <(X is a Y) or (X has property P)> Present example that illustrates it (1.00)

X doesn't have features of P or Y (.80)

WHY-STATE (36%)
why <conceptlinstance X is a concept Y> X has properties of Y (.80)

Specify contrast concept of Y (.30)

why <conceptlinstance X has property P> X has features of property P (1.00)
If X exists, then features of P exists (3)
If X not exist, then features of P don't exist (.14)
Specify contrast property of P (.29)
Example (.29)

why <concept X is important> If X exists, positive consequences occur (.75)
If X not exist, negative consequences occur (.50)
X is more than alternative Y (.50)
Define concept X as bacground (.50)
Example (.5)
X is not merely Z (.25)

why <X is better than Y>

why <value on variable>

HOW-ACTION (75%)
how <agent do action A> Subordinate action or plan of A (.62)

Draw on or point to bord (.27)
Logical derivation (. 10)
Give example (.06)

HOW-EVENT (10%)
how <X affect Y> Specify processes dufn event (.60)

Causal chain between X and Y (.40)
Give example (.40)
Similar to Z (.40)

how <event X occurs> Specify processes during event (1.00)

HOW-STATE (13%)
how <person know X> Logical trace (.50)

Specify properties of X (.50)
Causal antecedents of X (.17)
Point to board (. 17)
Give evidence that X is true (.17)
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Table 4

Five Different Versions of a Mathematical Word Problem.

ORIGINAL The Bears won 40 games and lost 24, while the Bulls won 32 games and lost 18. Which team
had the higher percentage of wins?

DELETION The Bears won 40 games and lost 24, while the Bulls won 32. Which team had the higher
percentage of wins?

CONTRADICTION The Bears won 40 games and lost 24, while the Bulls won 32 games and lost 18.
The Bulls won more games than the Bears. Which team had the higher percentage of wins?

SALIENT IRRELEVANCY The Bears won 40 games and lost 24, while the Bufls won 32 games and
lost 18. Several Bear team members were always getting into arguments with some members of the Bulls
team. Which team had the higher percentage of wins?

SUBTLE IRRELEVANCY The Bears won 40 games and lost 24, while the Bulls won 32 games and lost
18. Nearly 20% of the games almost resulted in ties. Which team had the higher percentage of wins?
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Figure 3. Point & Query System Seed Displays

Copy SOPAN CLARINET~nC
j. RL CL OINT(

TEPRNO CLARINET

CLAAINET-.-l- BASS CLRINET
CONTRABASS CLARINET

SOPRANINO SAHOPHONE
SINGLE REED SOPRANO SAHOPHONE

ISAXOPHONE ALTO SAHOPHONE
TENOR SAHOPHONE

SHAWM BARITONE SAXOPHONE
-MECHANICAL REED 0OBOE I BASS SAXOPHONE

CR UMHORN CONTRABASS SAXOPHONE
OUB3LE REED 4 BASSOON

pC FLUTE
WOODWIND-~PCCL

ARIR REED RECORDER

IOCARINA

POIN

DIAPHRAGM EMBROUCHURE MOUTHPIECE NECK TUBE BELL
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TONGUE LIATURE KEYS
TEETH FACING BORE
LIPS REED
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Figure 4. An example question and answer on the Point & Query Interface 54

TONE CHAMBER

FACING

I 

The LAY is the gap between the REED and the FACING, through which air Is blown. The lay is
determnined by the curved shape of the f acing at the tip of theMOUTHPIECE. The lay is one of the
most Important characteristics of a mouthpiece because minute ch~anges In shape can have fairly
dramatic consequences on the AIRFLOW and the SOUND.



55

TAXONOMIC -DEFINITIONAL SENSORY
S14:) 14-

112- 12:

L - L

4- 4

0- 0-

Time Block Time Block

Design I nstrument
--. **Assemble Band

PROCEDURAL CAUSAL

S14:~ 14:

12: 12:

o10- 0r10
L.

4 t4-
(D a---- ---- -- -------------- U

0 1 0

1 2 31 2 3

Time Block Time Block

Figure 5. Number of questions asked on Point & Query System



Graesser 56

PUBLICATIONS AND PRESENTATIONS DURING PERIOD OF GRANT (Graesser principal investigator)

PnbIh icAr1nn

Dwyer, W. 0., Graesser, A. C., Hopkinson, P. L.,* & Lupfer, M. B. (1990) . Application nf

script theory to police officer's use of deadly force. 7nurna, of Dolirp scep'cn And

A'mnigrrAt~ri, .1.2, 276-301.

Golding, J. M., Graesser. A. C., & Millis, K. K. (1990). What makes a good answer to a

question?: Testing a psychological model of question answering. p~grouir-'t -nc(qqa-,

11, 305-325.

Graesser, A. C. (1990) . Psychological research on question answering and question asking.

ni te'oirqa PrnnPen&Q, .1U, 259-361.

Craesser, A. C. (1990) . Symposium on Coherence. Prooe#edincoa of thse Coanit-)ve Scence

snlt (pp.1052-1059) . Hillsdale, NJ: Eribaum.

Craesser, A. C., & Bower, G. H. (1990). (Eds.). The Ptyonhpnpnv of learningo and m~ot'yvatin'

Tnfargeet and texwt cornrPbpngionn. New York: Academic Press.

Graesser, A. C., Byrne, P. J., & Behrens, M. L. (1992). Answering questions about

information in structured databases. In T. Lauer, E. Peacock, & A. Graesser (Eds.),

Oueationg and information svstpmq. Hillsdale, NJ: Erlbaum.

Graesser, A. C., & Franklin, S. P. (1990) . QUEST: A cognitive model of question answering.

01snurge Processeso, U.2, 279-303.

Graesser, A. C., Golding, J. M., & Long, D. L. (1991). Narrative representation and

comprehension. In R. Barr, M. L. Kamil, P. Mosenthal, & P. 0. Pearson (EdS.), Uandhokk

of RpAdinev Rosoeh. London: Longman.

Craeaser, A. C., & Gordon, S. E. (1991). Question answering and the organization of world

knowledge. In G. Craik, A. Ortony, & W. Kessen (Eds.), F'ssavs in honor of Meorcyn

Madtr Hillsdale, NJ: Erlbaum.

Graesser. A. C., Gordon, S. E., & Brainerd, L. E. (in press). QUEST: A model of question

answering. Coortrsan ate at,' with Annlienation.

Graesser, A. C., Gordon, S. E., Forsythe, C., 6 Greer, J. (1991). Design of optimal
person-artifact interfaces: Contributions from cognitive science. M'urationAl TrAining

Tpehnolnevy TntarnAtlnAl, 2.A, 15-22.

Craesser, A. C., & Hemphill, D. (1991) . Question answering in the context of scientific

mechanisms. ITu'a Mf1mr n lnug,~ 186-209.

Graesser, A. C., Lang, K. L., & Roberts, R. M. (1991). Question answering in the context of

stories. Journal of Fxoerimantal PsvchnlngX: General, 12,Q, 254-277.

Graesser, A. C., Langston, M4., & Baqgett, W. B. (in press). Exploring information about

concepts by asking questions. In G. V. Nakamura & R. M. Taraban (Eds.), Anculsitin.

rearasontati. and nrocagsina of catpaories and concpnts! The contribution of exemRlars

and theories. San Diego, CA: Academic Press.



Graesser 57

Graesser, A. C., Langston, M., & Lang, K. L. (in press) . Designing educational software

around questioning. journal mf Arvifi-JIa T~rpll'ignnp in rdvn~r~on.

Graesser, A. C., Langston, M., & Lang, K. L. (1991) . Designing educational software around

questioning. Prooed ney of the Firnt Tnrerna'rinnal Co frgea nn. TnArni,.o qrip.nnag (pp

204-210) . Charlottsville, VA: Association of the Advancement of Computing Education.

Graesser, A. C., & Magliano, J. (1991) . Cognition and context. In R. Cohen and A. W.

Siegel (Eds.), rnntext and develonment. Hillsdale, NJ: Erlbaum.

Graesser, A. C., Magliano, J., & Tidwell, P. (in press) . World knowledge, inferences, and
questions. In R. Beach, J. Green, M. Kamil, & T. Shanahan (Eds.), Multidisciolinary
Qaotives on litgrarv roeeArIh Champagne, IL: National Conference for Research on

English.

Graesser, A. C., & Marks, W. (in press) . Models that simulate driver performance with hand

controls. In E. Peacock and W. Karwowski (Eds.), Automotive ergonomics: Human factors

in the desian and use of automobiles. London: Taylor and Francis, Ltd.

Graesser, A. C., McMahen, C. L., & Johnson, B. K. (in press). Question asking and

answering. In M. A. Gernsbacher (Ed). Handbook of Psycholinguistigg. San Diego, CA:

Academic Press.

Graesser, A. C., M~cMahen, C. L., & Johnson, B. K. (1991). Tests of some mechanisms that

trigger questions. neoocdina. of the Thjrtppnth Annual Conintive Sciente_52aiet

9-ay (pp. 13-18) . Hillsdale, NJ: Eribaum.

Graesser, A. C., Person, N. K., & Huber, J. D. (1992) . Mechanisms that generate questions.

In T. Lauer, E. Peacock, & A. Craesser (Eds.), nuestionn And information svntpms.

Hillsdale, NJ: Eribaum.

Craesser, A. C., Person, N. K., 4 Huber, J. D. (in press) . Question asking during tutoring

and in the design of educational sortware. To appear in a book edited by Mitch

Rabinowitz.

Graesser, A. C., Roberts, R. M., & Hackett-Renner, C. (1990) . Question answering in the

context of telephone surveys, business interactions, and interviews. Qig-lirgo

Prcsss 11, 327-348.

Haberlandt, K., & Graesser, A. C. (1990). Integration and buffering of new information. In

A. C. Graesser & G. H. Bower (Eds.), The Pnvchology of Learning and Motivation:

Inferenes and text caorehansion. New York: Academic Press.

Kreuz, R. 3.. A Greuser, A. C. (1991). Aspects of idiom interpretation: Comment on Nayak

and Gibbs. Journal of EpirerimontAl Psycholgave General, =2., 90-92.

Lang, K. L., Graesser, A. C., Oumais, S. T., & Kilman, 0. (1992). Question asking in human-

computer interfaces. In T. Lauer, E. Peacock, & A. C. Graesser (Eds.), Questions and

information systems. Hillsdale, NJ: Eribaum.

Lang, K. L., Graesser, A. C., & Hemphill, D. D. (1990) . The role of questioning in

knowledge engineering and the interface of expert systems. Potis 1.%, 143-166.



Graesser 58

Lang, K. L., Graesser, A. C., & Langston, M. (1991). Question asking in electronic

documentation. PraeedIneg of the FI ptronic onCumpt peI;vpry Con'erecp (pp. 201-

214). East Brunswick, NJ: Belcore Documentation.

Lauer, T., & Graesser, A. C. (1992). Introduction. In T. Lauer, E. Peacock, & A. Craesser
(Eds.), Ouestions anel Information qvgtemq. Hillsdale, NJ: Erlbaum.

Lauer, T., Peacock, E., & Graesser, A. C. (1992). Oestons and orapn sytems.

Hillsdale, NJ: Erlbaum.

Long, D. L., Golding, J., 6 Graesser, A. C. (in press). The generation of goal related

inferences during narrative comprehension. Journa1 of Memory and Tanouaoe.

Long, D., Golding, J., Graesser, A. C., & Clark, L. F. (1990). Inference generation during
story comprehension: A comparison of goals, events, and states. In A.C. Graesser & G.H.

Bower (Eds.), The osvchology of learning and motivation* Inferences and text

comorehension. New York: Academic Press.

Magliano, J. P., Baggett, W. B., Johnson, B. K., & Graesser, A. C. (in press). The time

course of generating causal antecedent and causal consequence inferences. Disjourse
Processes.

Magliano, J. P., & Graesser, A. C. (1991). A three-pronged method for studying inference

generation in literary text. Poetics, 2Q, 193-232.

Millis, K. K., Morgan, D., & Graesser, A. C. (1990). The influence of knowledge-based

inft cences on reading time for expository text. In A. C. Graesser & G. H. Bower (Eds.),

The psychology of learning and motivation! Inferences and text comorehension. New York:

Academic Press.

Quinn, R. A., Houts, A. C., & Graesser, A. C. (in press). Naturalistic conceptions of

morality: A question answering approach. Journal of Personality.

Presentations

Graesser, A. C., & Millis, K. K. (1990, January). Connectives and coherence in scientific
text. Paper presented at the Winter Text Conference, Jackson Hole, WY.

Graesser, A. C., Maqliano, J. P., 6 Tidwell, P. (1990, February). World knowledge,
inferences, and questions. Paper presented at the National Conference for Reading
Research, Chicago, IL.

Graesser, A. C. (1990, February). Simulation of question answering and question asking.
ONR contractor's meeting. Princeton, NJ.

Graesser, A. C. (1990, June). Question asking and question answering. Paper presented at

Meadowbrook conference on Questioning and Information Systems, Oakland University,
Oakland, MI.

Graesser, A. C. (1990, August). Coherence. Symposium presented at the Cognitive Science
Society, Ann Arbor, MI.

Graesser, A. C., & Magliano, J. (1990, November). Question answering in the context of

generic concepts. Paper presented at the Psychonomic Science Society in New Orleans,
LA.



Graesser 59

Graesser, A. C., A Magliano, J. (1990, November). Inference generation and reading. Paper

presented at a Conference on Literacy Language, Memphis, TN.

Graesser, A. C., & Magliano, J. (1991, January). Coherence and inference generation. Paper
presented at the Winter Text Conference, Jackson Hole, WY.

Lang, K. L., Graesser, A. C., & Langston, M., (1991, Feburary). Question asking in
electronic documentation. Paper presented at the Electronic Document Delivery
Conference, New Brunswick, New Jersey.

Graesser, A. C. (1991, July). Mechanisms of question asking and answering during learning.
Paper presented at the Fordham speaker series on Applied Cognitive Psychology, Fordham
University, New York.

Graesser, A. C. (1991, August). Question asking and answering during conversation. Paper
presented at the first conference of the Society for Text and Discourse, University of
Chicago, Chicago, IL.

Graesser, A. C., Langston, M., & Lang, K. L. (1991, August). Designing educational software

around questioning. Paper presented at the First International Conference on the
Learning Sciences. Northwestern University, Chicago, IL.

Graesser, A. C., McMahen, C. L, & Johnson, B. K. (1991, August). Tests of some mechanisms
that trigger questions. Paper presented at The 13th Annual Conference of the

Cognitive Science Society, University of Chicago, Chicago, IL.

Graesser, A. C. (1991, September). Models of question asking and answering during tutoring.
ONR contractor's meeting, Georgia Tech University, Atlanta, GA.

Graesser, A. C., & Langston, M. (1991, October). The pijceess of exploring information
about woodwind instruments. Paper presented at the Conference on Categorization and
Category Learning by Humans and Machines, Texas Tech University, Lubbock, TX.

Graesser, A. C., Huber, J. D., & Person, N. K. (1991, November). Question asking in tutoring
sessions. Paper presented at The Psychonomic Society Conference, San Francisco, CA.



Graesser 60

PUBLICATIONS OF CO- INVESTIGATORS (one summer month each)

(1) ROBERT COHEN (Developmental Psychology)

Cohen, R., & Siegel, A. W. (1991) . A context for context: Toward an analysis of context and
development. In R. Cohen, A A. W. Siegel (Eds.), Context and development (pp. 3-24).
Hillsdale, NJ: Lawrence Erlbaum Associates.

Cohen, R., & Siegel, A. W. (Eds.). (1991). Context and development. Hillsdale, NJ: Lawrerce
Eribaum Associates.

Cohen, R., Summerville, M. B., Poag, C. K., & Henqgeler, S. W. (1991). A contextual analysis
of popularity in the classroom. In R. Cohen, & A. W. Siegel (Eds.), Contx n

dav3m-nt (pp. 161-182) . Hillsdale, NJ: Lawrence Erlbaum Associates.

Henggeler, S. W, Cohen, R., Edwards, J. J., Summerville, M. B., & Ray, C. E. (1991). Family
stress as a link In the association between television viewing and achievement. Chl

Hengqeler. S. W, Edwards, J. J., Cohen, R., & Summerville, M. B. (1991). Predicting changes
in children's popularity: The role of family relations. Journa) of Applied
fevologntal Pgy,-hnlncv, .12- 205-218.

Meyers, A. W., & Cohen, R. (1990) . Cognitive-behavioral approaches to child psychopathology:

Present status and future directions. in M. Lewis 6 S. M. Miller (Eds.), Handbok of.
teeomntAl nave-hn arholon (pp. 475-485) . New York: Plenum Press.

Siegel, A. W., & Cohen, R. (1991) . Why a house is not a home: Constructing contexts for
development. In R. Cohen, & A. W. Siegel (Eds.), Context And development (pp. 305-

316). Hillsdale, NJ: Lawrence Erlbaum Associates.

(2) STAN FRANKLIN (Mathematical Science)

Byrne. P. J., & Franklin, S. P. (1990). Applications of artificial intelligence to
business. ~fef~gPyoe~e,9-11.

Franklin, S. P.. & Ganzon, M4. (1991). Neural computability. In 0. M4. Omidvar (Ed.),
Prnre 4A netjrAl untwgrkot (Vol. 1, pp. 127-146). Norwood NJ: Ablex.

Franklin, S. P.. 6 Garzon, M. (19921. On stability and solvability. Mitnds An MAchfnet, 2
71-83.

Franklin, S. P., A Garzon, M4. (in press). Compatability via discrete neural nets. In D. E.
Rumelhart, R. Smolensky, & Moser (Eds), Mathematical aegetve nnural networks,

Hillsdale, NJ: Eribaum.

Franklin, S. P., & Rajaqopalan, M. (1990) . On subspaces of sequential spaces. Tlaov -ad

Franklin, S. P., & Rajaqopalan, M. (1990) . Spaces of diversity one. jnurnAl of the
RAM~~i~nNath tl&I Socett, .1, pp 7-31.

Carzon, M., & Franklin, S. P. (1990) . Global dynamics in neural networks 11. Qampl=t

Carzon. M., £ Franklin, S. P. (in press). Computation on graphs. Prooress in neural
netwoarksa. Norwood, NJ: Ablex.



Graesser 61

Garzon, M., Franklin, S. P., Baggett, W., Boyd, W., & Dickerson, D. (in press). Design and
testing of a general purpose neurocomputer. Journal of Paral'l and Distributed

C2n2LfL=.

Graesser, A. C., & Franklin, S. P. (1990). QUEST: A cognitive model of question answering.
Di~eoure 1, 279-303.

Jones, D., & Franklin, S. P. (1990). Choosing a network: Matching the architecture to the

application. In A. Maren, A.(Ed.), Handbook of neural networks aoolications. San

Diego: Academic Press.

Maren, A., Jones, 0., & Franklin, S. P. (1990). Configuring and optimizing the back-
propagation network. In A. Maren (Ed.), Handbook of neurial networks Apo!ications,

San Diego: Academic Press.

(3) BARRY GROLSON (Developmental Psychology)

Gholson, B. (1990). Cognitive development and child psychotherapy. rnntpmoorary Psyholpoy,

.U, 467-460.

Gholson, B., & Houts, A. C. (in press). Regions of the mind: Brain research and the quest
for scientific certainty, by Susan Leigh Star. Cntemnorary Roniononv.

Gholson, B., Morgan, D., Dattel, A. R., 6 Pierce, K. A. (1990). The development of
analogical problem solving: Strategic processes in schema acquisition and transfer.
In D. F. Bjorklund (Ed.), C strateaies Contemoprary views of cognitive

da1sloomaL. Hillsdale, NJ: Erlbaum.



4%

62

ma.M MT "ITnw OUTLANG

DL. fdp L Asmumw I Tie 13a seen
Useef4 asm Ne.WS. my Von Mid Of NW 86906" "d.
Dapuee ad Pepivi Tftms (-5)
75 owi ROEs, AMAd Di SkoeW $bom HAS Ps. . 2
UnaIlssft HIS Dose. 60 osvip~emonok tax 154 bows Uuvp Di. hot Coal,

ummde MOM. Rome 156 Pea. Urns...
DR. "s Atm*e bde. ~ Ahm.. swdifts
Osgeeusue 4 Pembe W. Lebhps IN amW
Roe tGOsuP Op Li C. ssisu

coiss NJ la Medwof b§suueisg Lab oe .4 NamI Reimeu
Had" eerAm 4 Clas 1142

DL. Demo L Ailsom Cede InI Sweis ad ?eieh M N. vo 5Sd
Pes I"gd A Cooe Odimobs, MDIal AMBPu VA =7 SMOO

am Do"p CA i224m
O~Lem o b~

Di. To"y AN&M Cod. MS Tolol %- DuV-ue
Ceob a14IP now THOAS fteum cowu coo ISA

Olm f lo MiIlmmmgi Odeis" FL 3SXII& Mu sw ee R&D Cowu
M.Q..qk b.sm Db@% CA 25244W
Amlgms VA =?- Di. Am bow

Oman*s Solod of Smidma Lhgy. Cla. M
Dr. T... N. tkaw Uid~ dCedmos PM, Pmmul R&D C....
Case. fifeg be mp. udi nrloil TOW N be awp CA 252.3
INl Cbee. nowI Cow.. 3ed~ CA Saf3
is on". nagd bumm spame Cas0"

clump. iL am O DiIs?. bee AM Dr. Robot Nap% Cedb 312
how. L MeDsuul Pases ISIS Lmm plaw

Di. Sspim & Aeduhh. Cllo O..WN noh On IL 522.I&
CA&p or hmomu ea 3m. Sem onesud 0.
Dowdu Us 1 k Lmu. NO 11? BAD CAedinue. AM . mM
ftsI I ''I PA MMW 0Mw4a. 04%.MiT. Op.IIKS

Oi POISON $"a Dupeoese 49 6 Navy. AA4=7
D16 0 as I Awig Come . so 0* ofpe Walos. DC 31103111
aftnod Toel Sww *Ae"

Psee NJ am toUna Nd CummdgOss e.
twmudsp of ca"ot "Oe PANu"e Ldhmme

DL allos! L. Awmai Lee AegWf CA -Cede 4w
NMw go so~ DC AMM4
At Lanuor. OiJones Cappor

m *e Ames.& 156 An Son%~ N Dis hub Cagines
wide Phu%. my VON Ws10 DC :iee Drnqiesue .4 Pda

9 P I apmi
DL P.. %We DL ii r~. Tdw U~suad,
alluw of Udeum. Come.MenU- huIkl MOW a"^. IA 11H38

U--" ofaap mubn PI bq ups P eiw i"CW

513.... son$ MQualm Pop1 PAen)D. sion It C

Dr a .o bhmea od" C %sk. N., epsm 3*Cm.

In lp, CA 21114411 room" al 114 DL Reamil L os

P.4 am @ON* 0. msO ioe W. cebwn FAX 1114 ig
Urn. & eumms C.KM" a Iise N mi lboe CA alai-H~o Meallm CA% -O sumy
u..m. a Noun. ibuisr PA I2) CfGdw4,s-N LAMuY
NW n mi -" P. Shw 3a SW*it Peed
ITALY Di. Psi 0. chipi. Mmsaw CA "MeSMI

-.pil IN V~ ?m=U
Oi NeOW" omob Red"m Sdu__ P406 is. Cd..Wine
"DM doesom ""Of.. Om C amN DhmnoC, co .g Cuellos.

0.43 SOlil L. W~r 000MY DL PW hmu = am*il SItwSds hde
PUSEAL awUcM OF CAuMAeY powpmwo. Sa Took Pst Pbsw

I Swell ft bip. Di. ceamams. ON 42W134S
Oi UAN L amu" b wm
Downs~ of I&ed AWP VA 2111 DLi.ik L Dose

mbeeonme Simm Edsse Timn led.
AFWIL. NI.0%WNg 49 DLI 0 am MetRp SIT
bin" AMU DC 3033464 QC.o Si.. ipr- Pdm. 111 IM

Oi ibomw G. ameM "" Nuuiowy St. mup DIP. LA...
Depe.... at PpukAilol VA =7sleaN Applied Iisome AOMsm.
Us,..,do Led.. PAL Sm Ufl
DeO onee OL PApwWe L ood Be" PRAMita
owbomi. NY mdl M4 LAMP Simee *aww

AAMM Di. Soime Do"
DiG.ON. sho hb Ark. TX 10M Pi. *A" uu

anef saise a 1ombeft FIL 32W

Nu.ImW. TNf 5115 Dii &so," Dies
Psm" d Simegee

-awa d4 a~d" Cuhwas
DL CIMA__ Coo 121 e
TwM11 "d Yin.. CANADA WT IZ4

D. A" obe I-1 gopd MUTedsies
Taa.. Cmbup, ane I umom bmsus C0W



63

GflCAMOA4 O. L . Me" RowdmOwD
Cms a..., oft I hsmm ow Ddm map= ~ U~ffll KMODM
^NmmM VA =4 111 Kt gmmspu S.
(s cap) NAM6f VA 2131 Ow. Sm.. L. Odd..

[). Pim Ow9. O. L"" llmw vabin um
0rpm.o. aSm m ca...~mf Us.4 mob"" iTw JM

Cmem..m d .i Dp.fto. a 230"
2...m Awn Pn PWAGN^ PA $13sM. od Odi~aft

FIRAMM O& Cad So. hm. Dap-e Okd bInmm-
Dws, abia Pqtn ds ~ a*4Lno a

ag~ hIm MOM Go n Ilhmm bkTW mmV DC IMI
Uum"u 41 Cwddu 16Mmi Onion
SUN sm...m CA am6 CANIADA IA 512 Ow. flu. Oft

O w~ oft D& Nm. Pwdam bmb AMP TX 1121.10

Cad. 1$ (MA) OPAT. Ob
sm bugp% CA MaU Pdwwft% Niu 41ISOg&~ bom s

Dr. SdbW lll OL Alld L. he* 5" .4 lamd
Uwom.d Cabi..., APONW. ski* as -6 10- 11Ofibmg

smw ft" dd AFL OC 3 O AdWM GIA 3132111
Dpmww. ON inpw~f C.4
La J4111 CA 11111 OL Allos dm Pi&b PAlsoIm I. f.h

3IM P-0MAq-uii uWM a AMM Im a NW. PAM m3
1341 hind km. Wo 30m Nf MbuAWS OEM af pmm Mamm.
Asddi MD mUM CANAD 711 310 .,W DC 3681

ft Mome bum r. 1110 . emal PLAMOC Gum

W- hot"" of..i eeee q m al hqasarg6 FA. Mi 116690 S-. u
Wwum it i U" o d a. MSm. Too 3K3

Ik L 64 Tomn% AZ MISS

us am= 4~dm p .~ cmw m vwm u.4pam
Clow a me ma... ..d Omp Mm. Udmmipy lU wonm 3sum

3mdw. Cqm~a. pupA VA 3111 s yt%. NY "m

10 p IDC MSll m~ N". Ow". DL 1mm 0. GOm
*A DA..i LM1. CooJI 11116 af 2ami

Ibm. inM. U~S. W 101 DM C 31I PA.. I
M.*rn...d a ISINObmi kmlm UN CA 54"

JPW.I CA 11111 ASI.Pm Muds Ow. INMPI O"Oll"
ATISS Pmem Cm. beA6f S

Anp DOW& AIONm its -mp ft"
P.E- OA Ema Giu llm U di

M lmbin Am. llsm Sao MA 11313
AMmOW VA MU Tmomeaw

Cdf -dm OL libld *Am.

'.w~. (), "m lj. my 11111 IPA an 14111
a M Vum low DM Piakima I

AdP VA nW ft mm RUT OEAI

CD - os sNSl4 VA mm AL1
NP54C III I"a_ 110900% IIk

so m uh CA Mum 31111A Al VA =11
Lmb VA =0

D& Cbbm tmb p lllo 10m1m bm
Pimum0 f- -MN- ma 11110 GW boll t m

ofe NI Some At Dod" OM P m ad mulmm

PA Nmk. L. Pupm.P AN

PAL anm

sum bu . mA mU*aLnoo

DA kml 1111 110f NY "ab

DW d -"hal OL a0 L~ -
OwAoft t311 PqUdPdl mum ip m mab

IIMO se m" 6Small. ..d



64

a3~m Som.k so". 26 71n a ~m Pima9 PA 13313-3M)
Pimi NJ 0"0 maapabk MIR $5411

Jaw mw Or. Mmomw K.wl. Sluem Too"i tam
Dlema of0 at ay own. at a" OWaM PF . NJ On4o
Jaw CAU Me"ana acm i& An, Remain Reason
$to'ah PANO NOEb A-m Dr. Minted Laus
Skbm~ 463~1m UAimed... VA 7D33-SM Blodied P I b
lb Cbwv VA =4 n &a= 1

Dr. O.Opew Kam 131 Sao Somowa. Por Nab.... amU Lesbe v U ymf ad IL iUNawmy .1 wl 4a8 some Raw ifbwmlayd
IJIIT Wehho% MA QW4 Chapagn IL @3040
6m I=
034 Cl0%, NOWAY Or. A. gEaadathg Di. Chad I.f

M1NC.4E MoowIm Rimumb
Of. Omt Hd.?Oomms so. aw"u
MaW Sao Imp Laod. fMIg. Ha....mPt
oakm e4 capita ad UIAND WON OAN FD Alft, CA 01411
tomma son"

Unmean Too" Rai"e Is Waily EdWi DL UMi C. Liam
PFm. NI a" IBM. T. LWaeb" o..s. 111mii

PAmW1 C11 of mmmwk. 8MSF
D. N w PAL anIN Ta M4Ha

D o.f.. .4Immima YatM. Mooa MY tam udinml .4 Co.uia
Do-iqinm lataisy. CA 013

U wm.1DIem DL Diii Eiiii
NumB.I 06 10%1 Too"m CAmma.. p-u DL Mispow & Uiep

11DM. 3U..& Zft Owad Dim. Dip.mam "',aimi
am u% N~ia U40*s miamps9 Nkame s dew
Aim, NoMaO known for so Am AAS,. MR 6UC316 221 Loopa Am.w
baud . ad m . ao MA OniI

M Ham~ Amset Va WAMl. Kim"
AklNe~la. VA W303 D auum $ I4 P 'a Oi hau unit

U 1 1u a eCA&Nad. D*L..OOampIto
Mi La IfeNmel Usuld.. 6 0064 uwviy OR ban Cash=
Camip Ue..mp POW Cabobk S @3m0
0 Wan. km $O DL. JawsI Kaimaw
man Took my "$is 01 ladma, .d sma Lom I- (A-z Zhmfy)

Cabkp OR COOPab usal ad Tau" %Nowa
Di. PAMmoHea Atst GA X34M Clam
Cbid sam" rimn41151
APHOWL"C Di. PmE* Kysom 3m Clip. CA 00N4139
bftb Am T 33-SS AFIJUOIU

bmb Afl.13 111I VMS M. A"
i k~moo Had. MDC CA& 141

3.10 now Nl. DL Joe LLatest 3m 
Dlap CA w11.63

aIfemm" of A0.AM Hm Simm cmw
so4m"% Abeft IF i n .4 Tom Di. WW L. Maay
CANADA TW605 7)10 "a Ci D"i CA&das

D16 0im. Iprb ommil. FL. 335mu
CamWmS6i Dqaama DL M, Diw m. owa
layb Uaiama IM. 11" Amidn DL May amefn
fitha PA OW 11mcamm. Put Din Di§m..

PAVA -m hawdamg Tabuag
o. wa" 3. lowE NQ USAFAAQPUT
caw bir 00.t ad Oi MayLam UMA A~dmy. 300410
goaaom me ismmd uawla. N.P" Comdon
La" d.. " UDiaCp of C..,.., Sda. DL. 04.. Mailh
P. 06 SM 00 cm 0311 pow PASSa"aa~
Itoa OURd Lei Nbp 111 C moW Oman oil
7111 N§flELANDS li n ll

3qbnpuw- dOnimpe Us Cawm m Dvpi. ofIII I
OneLomma Y. smosowwa in. a le Sow Udmily"
911m Gamp P " DC 3004M le Clap, CA ton
11w NgT1EWANDS

Hia DelD Caadmai
Di M Lok 0 1 Pbo an PorouC-- 11Milk Uimd.t baoo Cad. MIS WPF0E

OdADIL X13 PI 1 PA 12)3 Op.C 303

P.Q~ 3m - PmA ODUAICUIIAI1 DL Nedim Maim
msa. Own" w 3101 PI (ATM Lamu) Dqmftm of Nowdeg

CAI'Ab = OaMO. Aetna cam far Cape". "imunim
Aone& VA ZM3 Top 10*41 11doo al Ma6mDo Maw SON Sol a"M bad kmo

CmpObnibm Uaml0" Oi Tolm LAWPalba PA. 36'l
OayomaaaIPpaa Dapamaof .Contest None

Pmoei. PA I=$ Mpod P 0 So Mad ORymm .CamWa Sdam
mmy.m CA "ai Umla of ba" Caim.

Sapm 4 netnews DLm PlI. Laes
beOammaofIN Payibia Ide .caomaam lom. ODis Mayor



65

-w~m ad winupe In Mep CA mnamis
Am AMM, I 41111W SJeeqpi, e*

LAMN. ATh Fw15IC
DL Riasd L Mage no Na er be Aegis Rmwr*s AinM beem Irn
copowM olpi, I AnMd"l Iesmills 01 UN esms AM
uinins, al Caim, NOWd PAMeu6 Idbesiss AbM~g VA nmu.

soesmm CA fmas Cede 3"i
Wwemam DC JUI7SS Dr. 11Igisme a

OL Redem Msbemo NWsUM.

.uemwd campner somm, Cal 14 IN~ es~ OR WM
en Qnmeuwm m mibs6g M IL Odsew Swee
Now T41% NY INV AM@&@. VA ?1-3M Dr. L. Waky Ralm

(60OWAFIUL~M
De JuO Mdea bomb AMl TXID

ow, wwwwwww bemm M- DL Manmmd
COO 1 Old w lk U mmm (PUOI4lm Ospia. snows Lee
In ftep CA =2 Deoqres ed as W" Mm. ladson

10 lin DC 31M bum. Uelms,
Do i Makm PUmaf Ns 4"

OW~L ALXIU D Jf Cenm
111.100 30 Well ftp Uai DL 1mmn Rmid

40-mesAM am 04a NASA Ams memd Cm.n Lowsheg A A D Comer
MOSO lrds. CA "M IF tim of IIIh

OL Jed A. Mond ROO 0Mm Sem
nrer ed ftpi*W MU. Jobs ji MedinA Pt. I=U

me cm. Cown mca DL. Gfem Bli
Res me"i coasp Ivm m Feulin MO Sup KU-14
Clmp ULnM amsio nL JIS Omas Ami Spa..s

Do Mms 6 un DoJaw duf bopga.NY 11714

LW liMe for Drdms Amelps HL W. A.PA
to Pbsb M U. smpi I. Nosd. Now Peam. Divies
@Ioms bd AlmaU VA 20 MN" 1sob sps Cm.e

OL Abs Hom AM~ Rmmi hssm Gid% FL 3=&=m

Idis@Nm. -u ~ leboser. Am DL Um 0. Rubsm
16 IL Dr.1 b1s OtAmmo VA lim= Udew ob w
Safaf busif CA OWT ??P

beNs PAY FeeOW d Tus@sg Ammemot
ONiAm lappmn Ownds Usibes sA. mecsm an A.~ imi Sm

6~r alldv au Imm Lm8dm. lip DC M1e

Wmss, DC UM5 Mukph ~ e N Do.W em Nw
buem. Lr 41111 SN T~go be.

Asuis Plop & beNomi b" 4w3 au Cimn cwk
Naud 71ea 7MW% Camem DA ol Pon $am s
Code 041 AN (11114) NswmGA SOME
ItS nMob~ (M = Mamn
"IPM TM ls Amim VA 311101 Dr.1mdsIe

sim room ohm"s (Cede 3M
Drps a-em usisusm D& Wmas IS. Pse u n~ese Passa

Posemi adhU Tifiini ML wom fm d1w nbiw M dg voem Clms
nowd so -a Commd Pupa qp-AdMV Wded N.L @JU
Armi Code Sa 11111 wl

P.mea al. XM M

1wbom b, of

ft ilmas Nusamm uimv"
kk L Mous Wheal Mupgbs ts

m.Uams C06010 Naewe. L d
P" am T..Ce Muw~baNN*CA 011111

fte NMNAU 09491 31 Amed An,
-m -lpsism 4edm~~

Us ~b 3a asaeCAN si 11110 Mu p"dCASS-1

upp1 haft at 0111 1piumsedlibl LeEOt ~m
Sum N. USO~bdm Udof lim a

no mum ber
bern U? r~ft IP si

luw " 1- comes .MARs
wow fee I" beM~esm

be bok CA @5wimi Dbe PM bernwh
odbeomo CKS%4e CA RM

Obodw~P vwfddm
1uTMm , dolsD- MUMNCA OM tab3o
NWU~~ (co 14, Dq mm*Rue

bwe weaph CA ORON Oe 1111mf hWm UoMllmo



66

Aded Ilovom Dr I. Deeme. Wo.M
swoolmes Cedm Is

sPAIN Nwy Peomsi R&D Cawge
be. Wp. CA ,flS4M

or. is". W. kpie
OWNS Dr. flesm Wm
$35 Ne, Jaeftf Ass.. NW Sebe of Udomalloo
Woobepee Dc 3M.Sda Tlm HaL. D4IT

Ue-,eek" .4 CabWeed
Dv. ebee 3.Seedd Imiep CA 94730

US AMY mp eeeb Mascow
SO Illeolmm A. Abeedee L. Wiio
AJMmdeu. VA muW NRC MHUIl

Zia CesNUMMe Am.
M. NAWed J. Moevelees woompos. DC ]"is
Geedeeb sold .1 aidefeme
U"W" ad .4 edeme DL. Dwed W"
see.il 1m CA 3536 Sobol .1 siomn

aed ed Pedep
Dr. be lowemme Noemes. if,
DeW. a4 cooupee 1mvese IL 4M
Uwvwsyp dallise5
Celloe to& 69D 3UM o. Dried c ww

Ueaeemp. me s
of. NA Oman, Denme ad Ceumpee Soes
Noemand.... Labee..., 40 N.M Mollmon Anso.
Cede 156 MINOR. I. 41=
4.119 OeeetsA AMes. LW
Woolmm DC 3i7S. DL. Ye" WWU

Campoleg Rumok bbAep
or. abooud blew New, M40 Sam Umeee
LDC Las Cam. M Usc

Uememy of. out
MOl ONu som Do. BMWr vRI e
pmodol PA OMU Dopunm of Imsoegel

or. "oes Sed.. Usmmlep .1 tas
Umomm dos. o~m iulsas. .em
IPnc UN. a
I a Iedo mrale"d DL. Ceow L 110fn
Mf a~~ 4. SWWIZOAND Oqele of imel bad

3- Ow-d&IL
DL. Iubee 5dm IS Kalk Drive
oeemed Is Is~a Madow VA "

lt A9Ou.. ofbe r o.1 W@C W eed.

W 09NS 146 4FWLNAND Ud.., of CeOl. LosAeso"

Dr. Mobmi L Sever o fe. AS

Sod Of mlms O Moomd Ydm~
Sued Uiora" CWp at91 .CMPN Isasw"
lsIsA CA WEM Ueieee eu, a

prMi tow Need
Dr. gove lS" BeMW EC44
AlAMS Nfl 40341
Llmb APB
in AI.... 1T 7M20

PWA L. Your"
OWLs a oftMM.

Dv.Pa Fee , sopsCeebi U Iemip
Sumbad USA"". W C 3M
bom loe Mb=eed

15mom 0 0So Soem $dves. Or. hswO L Tow"g
1000old CA SOMAi 15 Neded Udme Posoedoe

D. Daon Team. Ma Som Nk..
DAemmee ?eisnbw iLeftg DC .MW
U...e.. at seem C~beM
I= *"ee Soe DL no". uam,
IlL House. CA WIN5 VINI. P-M

AmdM&.U Mlee@ PsI '

ell Sow Ida.. "e. teeS NY NOR

baome Comm,

Depemal of 0-
L N~~ C&p
Do Pine Wl $41S.M

OL 1hei A. TA..
PAm AMOI
PAL an am

ONb CcP OI 711

IL I_ _ _ __-_IL_ _ _ _ __.-_I_-_ _ __...,_ __I.._.._.._ _1,.,..,-__._ __-_ __1--_ _


